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Abstract

Today, we have access to a vast amount of data in the forms of images, speech signals, structured and unstructured texts, and sensor-based signals. Our digital universe is growing quickly. Statistics indicate that 500 million tweets are posted every day. 65 billion messages are transferred on WhatsApp per day. 294 billion emails are sent daily via different platforms. Each self-driving car creates 4 terabytes of data per day. According to a study by Digital Universe, the amount of data produced by humans and machines will exceed 44 billion terabytes by 2020. This means that there will be 5,200 gigabyte of data for every person on earth. It is estimated that by 2025, the created data will increase to 463 million terabytes per day. Processing and leveraging knowledge from these sources of data requires proper infrastructure and efficient methods to analyze them in real-time. Data stream mining is the field of propounding such scalable and efficient methods, which can process data incrementally.

Incremental induction from a limited set of observations of an unknown distribution has been the topic of many studies for a long time. Depending on the application, the target class can be only one or many labels among which some unknown dependencies exist. Although this problem is challenging enough, in many of the stream mining applications, the statistical properties of the input and target variable(s) may change over time in unforeseen ways. This phenomena is called concept drift. If not considered and captured properly, the trained online models quickly become obsolete over time. However, these drifts are not well-defined and could contain any change in the statistical properties of data, adding more difficulty to the prediction problem.

In this thesis, our overall focus is to model one type of drifts which is called recurrent concepts. Recurrent concepts are important to be captured independently, as most of stream mining methods employ a forgetting mechanism in the learning process and forget their outdated extracted knowledge. To this end, we propose the GraphPool and multi-label GraphPool frameworks for both single-label and multi-label data streams. These frameworks keep a pool of concepts and their transitions in a first-order Markov chain to quickly recover from drifts in the streams with periodic behavior. In the course of designing such a framework for multi-label streams, we develop an efficient algorithm for classifying stationary multi-label streams. To show the effectiveness of our methods, we conduct an extensive set of experiments with both synthetic and real-world data.
Zusammenfassung


Um die Effektivität unserer Methoden zu demonstrieren, führen wir eine umfangreiche Menge von Experimenten anhand von synthetischen und realen Daten durch.
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## List of Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x, y, l, m, n$</td>
<td>scalar values of a feature, class, label, number of features, and number of instances</td>
</tr>
<tr>
<td>$x, l$</td>
<td>vector of features and labels</td>
</tr>
<tr>
<td>$X, Y, L$</td>
<td>depending on the context, random variables related to the feature, class, and label or batch of instances, class values, and label sets</td>
</tr>
<tr>
<td>$\mathcal{X}, \mathcal{Y}, \mathcal{L}$</td>
<td>space of features, class, and labels</td>
</tr>
<tr>
<td>$\mu, \Sigma$</td>
<td>mean vector and covariance matrix</td>
</tr>
<tr>
<td>$C$</td>
<td>a learner (mapping function)</td>
</tr>
<tr>
<td>$\mathcal{D}$</td>
<td>distance function</td>
</tr>
<tr>
<td>$\mathbb{R}$</td>
<td>set of real-valued numbers</td>
</tr>
<tr>
<td>$</td>
<td>\cdot</td>
</tr>
<tr>
<td>$</td>
<td>\cdot</td>
</tr>
<tr>
<td>$</td>
<td></td>
</tr>
<tr>
<td>$\Delta$</td>
<td>symmetric distance of two sets</td>
</tr>
<tr>
<td>$TP, TN, FP, FN$</td>
<td>true positive, true negative, false positive, and false negative values</td>
</tr>
<tr>
<td>$&lt; w_1 w_2 \ldots w_n &gt;$</td>
<td>a sequence of words</td>
</tr>
<tr>
<td>$W, V$</td>
<td>a matrix of weights and tensor</td>
</tr>
<tr>
<td>$^T$</td>
<td>transpose of a vector or matrix</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

We are now in the era of accessing tremendous amounts of data. Millions of text data, including news articles, companies’ reports, scientific publications, tweets, and blogs, are published every day. In the biomedical field alone, more than one million papers pour into the PubMed database each year – about two papers per minute [105]. Every second, on average, around 6,000 tweets are tweeted on Twitter, which means more than 500 million tweets per day [1]. Over 100 million photos and videos are uploaded every day on Instagram [2]. Billions of different types of sensors frequently report their measurements. Processing such data and extracting knowledge from these streams require efficient methods that can act in real time. The field of stream mining has emerged to focus on developing such methods for different types of data.

A stream of data is a timely ordered sequence of instances that in many cases can be read only once or be available only for a limited period. Thus, the proposed knowledge extraction methods dealing with streaming data should possess some unique features. From their nature, stream mining methods should be incrementally updateable and anytime. *Anytime* refers to the fact that the learner is capable of returning imperfect results at any point in time, which allows it to remain functional even if a perfect solution could not be found within the necessary time frame. In terms of complexity, the methods should be simple and ideally sublinear in time and space with respect to the data size because of our limited computational resources. Such properties allow the learner to be employed in real-time decisions. In this thesis, we focus on the supervised approaches, where an expert provides the correct labels of each instance and the goal of the learner is to correctly predict the class of new instances based on the extracted knowledge from previous data. An instance can belong to only one true class or many of them. For example, in one application, one may be interested in classifying

---

[1](https://www.internetlivestats.com/twitter-statistics/) (access date: 1.3.2019)
[2](https://www.omnicoreagency.com/instagram-statistics/) (access date: 1.3.2019)
news texts into either fake or real news. This is a single-label problem with two classes. However, the goal of another application could be to find different possible categories that the news texts belong to, e.g., international, social, politics, election, sports, to name a few. In this case, one instance can belong to more than one possible class, and there may be some unknown correlations among different classes. This problem is called multi-label learning.

It has been now over two decades that researchers have developed various supervised methods based on possibly different assumptions for a variety of real-world streaming problems. Although there have been extensive studies on data with a single target class, not many studies focused on multi-label stream mining, perhaps due to the only recent emergence.

Another critical challenge of processing streaming data is the possibility of change in the underlying distribution of data. In a classic learning problem, our goal is to find the best approximation for the function that separates classes well, and for that, we assume that the training instances are consistent with that target, or in other words, training data is stationary. However, when the data is received incrementally, this assumption is most likely not valid. Remember our news categorization problem: Depending on the period of time, news in each category may vary. For example, in politics, the texts may vary from the Iran nuclear deal to tapping German Chancellery to parliament election. Such drift in the learning function poses more challenge to the problem of stream mining, especially for the multi-label setting. We can imagine that many of this news will show up again some possibly long time later, e.g., the elections will frequently repeat every few years and each party will represent similar or almost the same discussions and plans. While considering to handle different types of drifts, our main focus in this thesis is to learn these recurring concepts.

1.1 Thesis contributions and structure

The main contribution of this thesis lies in modeling recurrent concepts for streaming data, no matter whether the data has a single target class or multiple labels. We achieve our goal by developing a pool based method that is actively updated and manages its size by frequently checking the similarity of existing concepts and merging them when necessary. Concepts are identified as similar by applying a similarity measure, as in PASC, or more generally by applying a statistical likelihood test, as in GraphPool. To extend the recurring framework to the multi-label setting, we also developed a novel efficient scalable multi-label streaming method based on a random projection of the label space and later integrated that model into the pool-based framework. Table 1.1 presents an overview of the methods proposed in each chapter of this thesis. The individual contributions are given at the
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Table 1.1: Overview of methods introduced in this thesis. Chapter 3 studies deep neural networks as an offline learner for single- and multi-label text data. Chapter 4 proposes a new multi-label stream mining method. Chapters 5 and 6 propose two novel recurrent concept methods for single-label streams. Chapter 7 combines the proposed methods from Chapter 4 and 6 to achieve the first multi-label recurrent model.

<table>
<thead>
<tr>
<th>Learner</th>
<th>Offline</th>
<th>Online</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Non-recurrent</td>
<td>Recurrent</td>
</tr>
<tr>
<td>Data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-label</td>
<td>Chapter 3</td>
<td>–</td>
</tr>
<tr>
<td>Multi-label</td>
<td>RACE (Chapter 4)</td>
<td>multi-label GraphPool (Chapter 7)</td>
</tr>
</tbody>
</table>

beginning of each chapter. Here, we review them as they appear in the thesis:

- A great portion of our massive sources of data is text data. Hence, understanding complex documents is an essential task. Recently, deep neural networks have shown promising results in image and speech processing. Their application to many different natural language processing tasks, such as sentiment analysis, has shown a considerable performance improvement. Recursive Neural Tensor Networks (RNTNs) are a well-known successful approach that integrates semantic content of a sentence (i.e., its parse tree information) with a recursive neural network architecture. Another successful deep network architecture, especially on image data, is Convolutional Neural Networks (CNNs). Chapter 3 investigates an in-depth study of these two popular deep neural network architectures for several text categorization data. It also proposes two different ways of automatic labeling to reduce the need for intensive manual labeling in RNTNs.

**Published as:** Zahra Ahmadi, Marcin Skowron, Aleksandrs Stier, Stefan Kramer. “An In-Depth Experimental Comparison of RNTNs and CNNs for Sentence Modeling”. In: Proceedings of International Conference on Discovery Science (2017), pp. 144 – 152.

- Chapter 4 focuses on a stationary stream of multi-label data. We consider the sparsity of label sets in most of the multi-label datasets beside their unknown dependencies among labels. As a result, we propose an efficient multi-label learning method that reduces the space of labels by applying random projections, Random Compression (RACE). Different from deep neural network architectures, it finds the mapping function analytically based on the least squares solution.

**Published as:** Zahra Ahmadi and Stefan Kramer. “A label compression method for online multi-label classification”. In: Pattern Recognition Letters 111 (2018), pp. 64 – 71.
Chapter 5 focuses on the problem of recurring concepts for single-label streams. It builds a new framework, *Pool and Accuracy based Stream Classification* (PASC), by extending one of the successful existing frameworks for handling recurrent concepts, *Conceptual Clustering and Prediction* (CCP). In this chapter, we try to address the limits of the CCP framework and improve the similarity measure in such a way that it is less domain-specific. We also study the effect of different prediction strategies.


Chapter 6 continues the problem of recurrent concepts for single-label streams and proposes a new first-order Markov chain framework for connecting concepts in the pool. Using this directed graph-based modeling of the concepts, we are able to capture the periodic behavior of the data. To remove the domain dependency of the similarity measure, we apply a likelihood statistical test. This approach is called *GraphPool*, and it also benefits from an effective merging strategy to manage the pool size.

**Published as:** Zahra Ahmadi and Stefan Kramer. “Modeling recurring concepts in data streams: A graph-based framework”. In: Knowledge and Information Systems 55.1 (2018), pp. 15 – 44.

Finally, chapter 7 addresses the problem of recurrent concepts in multi-label streams. For that, we benefit from our efficient multi-label stream classifier (*RACE*) and integrate it into the successful *GraphPool* framework. However, this combination is not trivial. We needed to come up with new ways of concept representations and concept comparisons for multi-label data, which all are discussed in this chapter.

**To be appeared in:** Zahra Ahmadi and Stefan Kramer. “Modeling Multi-Label Recurrence in Data Streams”. International Conference on Big Knowledge (2019).

Before investigating on our contributions, we review the literature and problem definitions in Chapter 2.
Chapter 2

Background

The background chapter will introduce concepts and algorithms from machine learning and data mining that are related to the proposed methods in this thesis. We focus on the classification problem, where the learner is provided a set of training instances and supposed to predict unseen test instances. Section 2.1 explains the problem of multi-label classification, its challenges, its most common evaluation measures, and a review of literature on the topic. In Section 2.2, we introduce the problem of stream classification and concept drifts, and review the literature. Finally, in Section 2.3, we provide an overview of deep learning methods and their application to multi-label problems.

2.1 Multi-label classification

Standard classification is the task of assigning the correct class to previously unknown test instances based on training instances. Training data are most commonly described by features and an associated target class or class label. Many modern data mining applications, however, need to deal with more than one label per instance. This problem is called multi-label learning. As a formal definition, we define multi-label data and the concept of a multi-label classifier as follows:

Definition 1. Let \( x \in \mathcal{X} \subseteq \mathbb{R}^m \) and \( l = (l_1, l_2, \ldots, l_l) \in \{0, 1\}^l = \mathcal{L} \) denote an instance of an \( m \)-dimensional feature space and the relevant binary label set of size \( l \), respectively. We assume that instances are generated independently from a joint distribution \( P(X, L) \) over \( \mathcal{X} \times \mathcal{L} \).

The goal of a multi-label classifier \( \mathcal{C} : \mathcal{X} \rightarrow \mathcal{L} \) is to learn a prediction function \( \mathcal{C} \) from a given set of training instances that minimizes the risk, \( \xi \), with respect to a label-wise decomposable loss function \( (f(.)) \). This risk function is defined as the expected loss over the joint distribution \( P(X, L) \):

\[
\xi = E_{X,L} f(L, \mathcal{C}(X)).
\]
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Multi-label classification can be viewed as a generalization of multi-class classification where labels do not exclude each other and may have unknown dependencies among each other as well as with the features.

2.1.1 Properties of multi-label datasets

Not all multi-label datasets are equal even with the same number of labels and instances. The number of labels for each instance can vary among different datasets, and this will influence the performance of a multi-label classifier. Hence, it is important to notice the properties of a multi-label dataset while comparing different multi-label learning algorithms.

Label cardinality (LC) indicates the average number of labels per instance and, if normalized by the number of labels, it is called label density (LD):

\[
LC = \frac{1}{n} \sum_{i=1}^{n} |l_i|, \quad LD = \frac{LC}{l}.
\]

Unique label set (UL) indicates the total number of distinct label combinations observed in the dataset and, if normalized by the number of instances, it is called proportion of unique label set (PUL):

\[
UL = |\{l| \exists x : (x, l) \in S}\}|, \quad PUL = \frac{UL}{n}.
\]

2.1.2 Evaluation measures

Let \( T = (x_i, l_i) |_{i=1}^{n} \) be a multi-label test set with \( n \) instances and \( l \) labels, and let \( l_i \) and \( C(x_i) \) be the sets of true and predicted labels for instance \( i \). To assess the performance of multi-label models, we should consider all labels and the output of a model for each label. Therefore, we need specific measures to evaluate multi-label models. Gibaja and Ventura [61] summarize well-known performance measures into two categories: measures to evaluate bipartitions, and measures to evaluate rankings. In the following, we will explain both categories briefly. \( TP, FP, TN, \) and \( FN \) are the number of true positives, false positives, true negatives, and false negatives, respectively.

Bipartition-based measures: These measures can be either measured label-based or example-based. Label-based measures are calculated for each label and then averaged across all labels, while example-based measures evaluate the performance of the multi-label model on each test instance separately and return the mean value across the test set. Here, we introduce the most common example-based and label-based measures:
2.1. MULTI-LABEL CLASSIFICATION

- **0/1 subset accuracy or exact match ratio** computes the percentage of test instances whose predicted label set is exactly the same as their corresponding ground-truth:

  \[
  0/1 \text{ subset accuracy} = \frac{1}{n} \sum_{i=1}^{n} \left[ l_i = C(x_i) \right] .
  \] (2.4)

Subset accuracy can intuitively be regarded as a multi-label counterpart of accuracy in single-label problems. However, it is rather a very strict measure, especially when the label space is large and even more challenging in the data stream setting.

- **Hamming loss** evaluates the fraction of misclassified instance-label pairs. That means it takes into account misclassification of both relevant labels and irrelevant predictions:

  \[
  \text{Hamming Loss} = \frac{1}{nl} \sum_{i=1}^{n} | l_i \Delta C(x_i) | = \frac{1}{nl} \sum_{i=1}^{n} (FP_i + FN_i) ,
  \] (2.5)

  where \( \Delta \) stands for the symmetric distance between two sets. Again, Hamming loss can be interpreted as a generalization of the misclassification rate in single-label problems. Studies show that classifiers aiming at optimizing subset accuracy will perform rather poorly when evaluated in terms of Hamming loss, and vice versa [42].

- **Information retrieval based measures**: We can use a multi-label version of precision, recall, F-measure, and accuracy measures to evaluate a multi-label model. **Example-based accuracy** is the proportion of correctly classified labels out of the total number of labels, whereas **example-based precision** and **example-based recall** are the fraction of correctly classified labels out of the predicted positive labels and the actual labels, respectively. **F1-measure** is the harmonic mean of precision and recall. The following equations indicate their definitions:

  \[
  \text{Example – based precision} = \frac{1}{n} \sum_{i=1}^{n} \frac{| l_i \cap C(x_i) |}{| C(x_i) |} = \frac{1}{n} \sum_{i=1}^{n} \frac{TP_i}{TP_i + FP_i} ;
  \] (2.6)

  \[
  \text{Example – based recall} = \frac{1}{n} \sum_{i=1}^{n} \frac{| l_i \cap C(x_i) |}{| l_i |} = \frac{1}{n} \sum_{i=1}^{n} \frac{TP_i}{TP_i + FN_i} ,
  \]

  \[
  \text{Example – based } F1 = \frac{1}{n} \sum_{i=1}^{n} \frac{2 | l_i \cap C(x_i) |}{| l_i | + | C(x_i) |} = \frac{1}{n} \sum_{i=1}^{n} \frac{2TP_i}{2TP_i + FP_i + FN_i} ,
  \]

  \[
  \text{Example – based accuracy} = \frac{1}{n} \sum_{i=1}^{n} \frac{| l_i \cap C(x_i) |}{| l_i \cup C(x_i) |} = \frac{1}{n} \sum_{i=1}^{n} \frac{TP_i}{TP_i + FP_i + FN_i} .
  \]

Label-based measures can be any binary evaluation measure (e.g., accuracy, precision, recall, and F-measure) applied to the prediction results of each
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label and obtaining an average value across all labels. Averaging can be done in two ways: macro and micro. In micro averaging, we first aggregate the values of all the contingency tables for all instances together and then calculate the measure across all labels:

\[ M_{\text{micro}} = M\left( \sum_{i=1}^{l} TP_i, \sum_{i=1}^{l} FP_i, \sum_{i=1}^{l} TN_i, \sum_{i=1}^{l} FN_i \right), \]  \hspace{1cm} (2.7)

where \( M \) is a binary evaluation measure. By contrast, in macro averaging, we compute one measure for each label and then average over all the labels:

\[ M_{\text{macro}} = \frac{1}{l} \sum_{i=1}^{l} M(TP_i, FP_i, TN_i, FN_i). \]  \hspace{1cm} (2.8)

For example, micro-averaged precision and macro-averaged precision are calculated as follows:

\[ \text{Micro-averaged precision} = \frac{\sum_{i=1}^{l} TP_i}{\sum_{i=1}^{l} TP_i + \sum_{i=1}^{l} FP_i}, \]

\[ \text{Macro-averaged precision} = \frac{1}{l} \sum_{i=1}^{l} \frac{TP_i}{TP_i + FP_i}. \]  \hspace{1cm} (2.9)

Conceptually speaking, macro-averaged measures give an equal weight to each label, regardless of its frequency, while micro-averaged measures give an equal weight to each instance and tend to be dominated by the performance in the most common labels. Therefore, macro-averaged measures are better to be used in the problems with skewed training data across different categories, whereas the micro-averaged measures are better for the applications where the density of the class is important.

Ranking-based measures: If a multi-label learner is able to provide a ranking of the predicted labels, the following measures can also evaluate the performance of the learner:

- **One-error** measures the probability of not getting even one of true labels by counting how many times the top ranked predicted label is not in the set of true labels:

\[ \text{One-error} = \frac{1}{n} \sum_{i=1}^{n} \left[ \arg \min_{l \in \mathcal{L}} \tau(x_i, l) \notin L_i \right], \]  \hspace{1cm} (2.10)

where \( \tau \) is a rank function. Obviously, this measure is not a good measure in multi-label problems, as it only considers the top-ranked label.
• **Coverage** measures the average needed depth in the ranking to cover all the labels associated with an instance:

\[
Coverage = \frac{1}{n} \sum_{i=1}^{n} \max_{l \in \mathcal{L}} \tau(x_i, l) - 1.
\]  

(2.11)

This measure is especially used in applications where predicting all true labels are important even with a few extra false positives. It is possible to have a good coverage while having high one-error.

• **Macro-averaged AUC** and **Micro-averaged AUC** indicate the averaged rankings of all instances per label over labels and the averaged rankings of correct and incorrect labels over all instances and labels, respectively:

\[
\text{Macro AUC} = \frac{1}{l} \sum_{i=1}^{l} \frac{\left| \left\{ (x', x'') \in \mathcal{X}_j \times \mathcal{X}_j \mid \tau(x', l) \geq \tau(x'', l) \right\} \right|}{|\mathcal{X}_j|},
\]

(2.12)

\[
\text{Micro AUC} = \frac{\left| \left\{ ((x', x'', l'), (x', l')) \mid \tau(x', l') \geq \tau(x'', l''), (x', l') \in S^+, (x'', l'') \in S^- \right\} \right|}{|S^+| \cdot |S^-|},
\]

where \( \mathcal{X}_j = \{x_i | l_j \in l_i \} \) and \( \mathcal{X}_j = \{x_i | l_j \notin l_i \} \) correspond to the set of test instances with and without label \( l_j \), and \( S^+ = \{(x_i, l)| l \in l_i \} \) and \( S^- = \{(x_i, l)| l \notin l_i \} \) represent the set or relevant and irrelevant instance-label pairs.

### 2.1.3 Multi-label learning methods

Very early multi-label studies focused on multi-label text categorization [120], and gradually the topic attracted attention from different communities, such as bioinformatics [36] and image labeling [24]. Along these years, several single-label classification algorithms have been adapted to the multi-label scenario (e.g., ML-kNN [206]). In contrast, some other methods are algorithm-independent and convert the original multi-label problem into one or several single-label problems, and apply one of the existing single-label learning methods to the transformed data. Thus, Tsoumakas et al. [178] categorize the multi-label classification approaches into two general groups: **algorithm adaptation** and **problem transformation** methods. In the following, we briefly review the literature of both approaches:

**Algorithm adaptation methods**

Many of the classical single-label classification methods have been adapted to the multi-label schema. ML-C4.5 [36] is a multi-label adaptation of the popular C4.5 decision tree learner, where leaves can contain multiple labels.
and the entropy definition is adapted to consider how much information is needed to describe to what labels a certain pattern belongs:

\[
\text{entropy}(S) = \sum_{i=1}^{l} \left( P(l_i) \log P(l_i) + (1 - P(l_i)) \log(1 - P(l_i)) \right).
\] (2.13)

A multi-label adaptation of the famous SVM was proposed in Rank-SVM [46]. The approach aims to optimize a linear classifier to minimize the empirical ranking loss with quadratic programming in its dual form and the kernel trick to manage nonlinearity. The multi-label margin is defined as:

\[
\min_{(x_i, l_i) \in S} \min_{(l_j, l_k) \in l_i \times \overline{l_i}} \frac{<w_j - w_k, x_i> + b_j - b_k}{||w_j - w_k||},
\] (2.14)

where \(S\) is the training set, and \(w\) and \(b\) are weight vector and bias of linear classifiers. The boundary for each pair of relevant-irrelevant labels corresponds to the hyperplane \(<w_j - w_k, x_i> + b_j - b_k\>.

Multi-Label \(k\)-Nearest Neighbor (ML-kNN) [206] was the first multi-label version from lazy learning family of algorithms. ML-kNN finds the \(k\) nearest instances to the test instance, and stores for each label the number of instances, which belong to that label \((c_i, 1 \leq i \leq l)\). Then it uses the Maximum A Posteriori (MAP) principle to identify the labels:

\[
l_i = \begin{cases} 
1 & \text{if } P(c_i|l_i = 1)P(l_i = 1) \geq P(c_i|l_i = 0)P(l_i = 0) \\
0 & \text{otherwise}
\end{cases}
\] (2.15)

Later, Cheng and Hüllermeier combined instance-based learning and logistic regression to capture interdependencies between labels [34]. The key idea is to consider labels of neighboring instances as features of unseen examples.

AdaBoost.MH is a multi-label adaptation of AdaBoost proposed for text categorization [156]. It minimizes Hamming loss and maintains a set of weights not only over the training set but also over labels. AdaBoost.MR [156] is another multi-label variation of the AdaBoost algorithm, which aims to minimize the ranking loss. For that, it has to take into account all labels misorderings. Therefore, it maintains the set of weights for each instance and a pair of labels.

There are many other single-label approaches, from associative classification [143], generative models [184], neural networks (e.g., Backpropagation for Multi-Label Learning (BP-MLL) [207] and Multi-Label Radial Basis Function (ML-RBF) [205]), to evolutionary algorithms (e.g., Multi-Label Ant-Miner (MuLAM) [30]) that have been adapted to the multi-label scenario.
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Problem transformation methods

The most popular method from this category is called Binary Relevance (BR), which is similar to the one-versus-all approach for multi-class classification. BR assumes the labels are independent and trains a separate model for each label. BR is a simple method that has low computational complexity compared to many other multi-label methods. Its label independence assumption also makes it applicable for adding/removing labels without affecting the rest of the model, suitable for evolving multi-label data, and possible for parallel implementation. On the other hand, BR suffers from ignoring label correlations, sample imbalance, and an increasing number of classifiers for high dimensional labels. Later, to alleviate the label independence problem, Classifier Chains (CC) [149] were proposed. CC adds links to the classifiers in BR in such a way that the feature space of each link in the chain is extended with the label associations of all previous links. Figure 2.1 illustrates the difference in training data for BR and CC.

As the order of the chain can influence the performance, an Ensemble of Classifier Chains (ECC) was proposed. ECC trains a set of CC classifiers with a random chain order and a random subset of training data. A threshold is applied to the normalized sum of votes for each label to produce the output. Instead of random order, a Bayes optimal way of forming chains based on probabilistic integration of links was proposed in Probabilistic Classifier Chains (PCC) [41]. It tests all possible combination of chain orders and selects the best one based on the likelihood of correct prediction for instances. Although the model achieves better accuracy than CC, its time complexity is exponential in terms of label set size and only recommended for small label sets.

Another way to address the label independence assumption of BR is to
use two layers of BR as in Meta-BR (MBR) [149]. MBR learns a binary meta-
learner for each label, which is fed by the output of BR classifiers in the first
layer. A pruning strategy is applied to the output of the first layer and only
the predictions on those labels whose absolute value of the $\phi$ coefficient is
greater than a pre-defined threshold is considered in the meta-learning:

$$\phi = \frac{ad - bc}{\sqrt{(a + b)(c + d)(a + c)(b + d)}},$$  \hspace{1cm} (2.16)

where $a$ is the frequency of co-occurrence of label $i$ and $j$, $b$ is the frequency
of occurrence of $i$ but not $j$, $c$ is the frequency of occurrence of $j$ but not $i$,
and $d$ is the frequency of instances where $i$ and $j$ do not occur. Experimental
results showed that pruning improves the computational cost substantially
while maintaining or improving predictive performance [176].

Ranking and Threshold [177] uses, for each label, a single-label classifier
that can produce a score. All labels associated with a confidence greater
than a threshold form the set of prediction. To build the training data, a
straightforward approach copies one multi-label instance for all its label set
(and possibly weigh them). However, this approach increases the number
of patterns and makes modeling more complicated. To simplify the proce-
dure, one may select the multi-label instance for a subset of labels. Depend-
ing on the selection method, the most frequent, the less common or even
random subset could be chosen.

The Label Powerset (LP) method generates a new class for each possible
combination of labels and solves the resulting multi-class problem. This
approach is simple, and it considers label correlations. However, the training
data could be limited due to a large number of possible classes, and the clas-
sifier cannot predict unseen label sets. The complexity of LP is exponential
with the number of labels. Random $k$-labelsets (RAkEL) constructs an en-
semble of LP classifiers, each with a random subset of $k$ labels. It aims to
reduce the computational complexity and class imbalance of LP when the
number of labels is large. Moreover, the method averages over the predic-
tion of the ensemble per label and applies a threshold to assign the label set.
In this way, RAkEL overcomes the limitation of LP in dealing with unseen
label sets. Experimental results show that employing LP instead of BR or
ML-kNN in RAkEL improves the results, and as a single-label classifier, using
C4.5 and Support Vector Machines (SVMs) leads to better performance
than Naïve Bayes [180].

An approach considering the trade-off approach between the simplic-
ity of BR and the complexity of LP is called LPBR [174]. It is an iterative
approach that, in each round, trains an LP on already grouped dependent
labels and a BR on independent labels. First, all labels are sorted using the
$\chi^2$ score:

$$\chi^2 = \frac{(ad - bc)^2(a + b + c + d)}{(a + b)(c + d)(b + d)(a + c)},$$  \hspace{1cm} (2.17)
Moreover, the most dependent label pair is chosen. Depending on whether the labels of the pair belong to other previous groups of labels, either a new group with the new pair is formed, or they can be joined to a previous group, or two previous groups can be joined together to include this pair. Predictive performance of LPBR is higher than LP and BR; however, training time is relatively long and comparable to RAkEL and MBR.

*Pruned Sets (PS)* [150] also tries to address the limits of LP by pruning instances with less frequent label sets. To compensate for the information loss, PS reintroduces pruned instances with their disjoint subsets of the pruned label sets that occur more frequently than a threshold in the training set. *Ensemble of Pruned Sets (EPS)* follows the same strategy as RAkEL in classifying instances with new label sets. Experimental results showed that EPS outperformed LP and RAkEL [150].

Another method, *Ranking by Pairwise Comparison (RPC)* [82], follows a similar approach to pairwise classification in multi-class learning by transforming an \( l \) label problem into \( l(l-1)/2 \) binary datasets, each for one pair of labels, and builds a binary classifier on each dataset. Each dataset contains instances which belong only to one of the labels, and it considers one of them as class 0 and the other as class 1. This approach has quadratic complexity in terms of space and time, and thus is prohibitive especially for problems with a large number of labels. Fürnkranz et al. extend the RPC approach by a calibration label that can be interpreted as a split for relevant and nonrelevant labels [51]. This way, the complexity of queries is even more \( (l^2 + l) \).

**Label space reduction methods**

With an increase in the number of labels, many of the standard multi-label classification methods that work in the original label space (e.g., BR and ECC) become computationally infeasible. Hence, new strategies for reducing the label space have been presented, which are called *Label Space Dimension Reduction (LSDR)* methods [80, 172, 193, 212]. These methods accelerate the learning process by training fewer binary classifiers on compressed label sets. The reduction on the label space and the number of classifiers to be learned makes such methods suitable for multi-label stream classification problems where the time complexity of methods matters.

*Random Projection (RP)* is a simple and computationally efficient linear dimensionality reduction technique that is data oblivious. The key idea behind that stems from the *Johnson-Lindenstrauss lemma* [89], which states that a set of points in a high-dimensional space can be embedded into a lower-dimensional space, with distances between these points preserved up to a certain multiplicative factor:

**Definition 2 (JL-lemma).** Let \( \epsilon \in (0, 1) \) and \( A \) be a set of \( n \) points in \( \mathbb{R}^d \), and \( k = O(\epsilon^{-2} \log n) \) be an integer. There exists a mapping \( f : \mathbb{R}^d \rightarrow \mathbb{R}^k \) such
that for any $a, b \in \mathbb{A}$:
\[(1 - \epsilon)||a - b||_2 \leq ||f(a) - f(b)||_2 \leq (1 + \epsilon)||a - b||_2. \tag{2.18}\]

Johnson-Lindenstrauss lemma indicates that any dataset with $n$ instances, regardless of its dimensionality, can be represented in $k = O(\epsilon^{-2} \log n)$ dimensions such that pairwise distances between any two instances is preserved up to a multiplicative factor of $1 \pm \epsilon$, where $\epsilon$ is the distortion.

JL-lemma is an optimal estimation in terms of $n$ and $\epsilon$, which means that without prior knowledge of the dataset, no linear dimensionality reduction technique can improve the guarantee on $k$. However, the lemma does not specify how to create the mapping $f$. In their proof, Johnson and Lindenstrauss chose $f$ as a properly scaled dense orthogonal transformation projection matrix, which is neither easy nor efficient for practical applications. Later studies showed the unnecessity of the orthogonality constraint $[84]$. This observation led to a simple random projection matrix construction that initializes the projection matrix with random numbers drawn from a normal distribution. An orthogonalization algorithm can be applied to the matrix later. One example of such an orthogonalization method is the Gram-Schmidt method, which runs in $O(dk^2)$. We later use this approach in Chapter 4 as an initialization of the proposed RACE method. However, one may leave the random matrix without any orthogonalization step, as studies showed the probability of random vectors being orthogonal or almost orthogonal increases with the vector dimensionality $[74]$.

Gaussian random projection is an easy-to-implement algorithm that produces a high-quality sketch of the original data matrix; however, compared to more recent random projection methods, it needs more computations. Several different projection methods with good embedding quality have been proposed in the literature: Some focus on the fast embedding of potentially dense data $[6]$, while some others concentrate on embedding highly sparse data $[39, 129]$.

Applying random projection methods to multi-label data, an early work in label space reduction family of algorithms used Compressed Sensing (CS) approach for multi-label prediction $[80]$. Compressed sensing is a random projection technique based on the assumption of the sparsity in the signal and the incoherence, which is applied through the isometric property. Hsu et al. assumed sparsity in the label set and encoded labels using a small number of linear random projectors. Although the encoding function is linear, the decoder is based on the Orthogonal Matching Pursuit (OMP) $[117]$, which is a nonlinear iterative and greedy reconstruction algorithm. For each test instance, CS needs to solve an optimization problem related to its sparsity assumption. Hence, CS can be time-consuming during prediction.

Unlike CS, the projection matrix in Principle Label Space Transformation (PLST) $[172]$ captures the correlations between labels using Singular Value
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Decomposition (SVD) of the label matrix:

\[
\min_{o, P} \frac{1}{n} \sum_{i=1}^{n} \| l_i - o - P^T P (l_i - o) \|^2 \quad \text{such that} \quad PP^T = I,
\]  

(2.19)

where \( o \in \mathbb{R}^l \) is a reference point and \( P \) is an \( k \times l \) matrix where \( k << l \). This approach guarantees the minimum encoding error on the training set. Both encoding and decoding functions are computed from the SVD, and thus, both are linear. PLST outperforms CS in terms of prediction accuracy and time complexity.

Zhang and Schneider employed Canonical Correlation Analysis (CCA) in the multi-label setting [211]. CCA is a classical tool for modeling linear associations between two sets of variables. In the multi-label setting, they consider the feature set as the first variable and the label set as the second. Canonical correlation analysis finds a pair of projection directions \( u \in \mathbb{R}^m \) and \( v \in \mathbb{R}^l \) such that the correlation between the pair of projected variables \( u^T x \) and \( v^T l \) is maximized:

\[
\arg \max_{u,v} \frac{u^T X^T L v}{\sqrt{(u^T X^T X u)(v^T L^T L v)}},
\]

(2.20)

where \((X, L)\) indicates the matrix of training instances. Label dependency is characterized as the most predictable directions in the label space, extracted as canonical output variates and encoded into the codeword. Predictions for the codeword define a graphical model of labels with both Bernoulli potentials (from classifiers on the labels) and Gaussian potentials (from a regression on the canonical variates). For a test instance, the exact solution of the decoding function has exponential complexity. Hence, a mean-field approximation is performed on the joint probability to reduce the complexity, which offers a tractable predictive distribution on labels [211]. They further proposed a maximum margin formulation to learn the output coding that is both predictive and discriminative [210]. However, its optimization relies on the cutting plane algorithm, which may not be efficient when there are many labels.

Linear Gaussian random projection is another form of transforming labels, which was used in Compressed Labeling (CL) [212]. CL compresses the original label set to improve balance and independence by preserving the signs of its Gaussian random projections. In the decoding phase, the method uses a series of Kullback-Leibler divergence based hypothesis tests on the distilled label sets (DLs). DLs are the frequent label subsets extracted from the original labels by performing a recursive clustering algorithm and subtraction on the label vectors. Although the decoding phase is composed of a series of hypothesis tests and is linear in time, extracting distilled label sets through a recursive clustering method is empirically expensive.
MLC-BMaD \cite{193} is another label compression method that uses Boolean Matrix Decomposition (BMaD) to factorize the label matrix into the product of a Boolean code matrix and a Boolean decoding matrix. The technique needs all the training data at once to extract the compressed label set. Another study employs Bloom filters, a space-efficient randomized data structure initially designed for approximate membership testing, for multi-label classification \cite{35}.

Instead of transforming label sets to a much smaller space, which may make the problem more difficult to learn, one approach selects a small subset of labels that can approximately span the original space \cite{11,14}. These methods are based on the assumption that all the output labels can be covered by a small subset ($L \simeq LW$):

$$
\min_W ||L - LW||_F^2 + \lambda_1 ||W||_{1,2} + \lambda_2 ||W||_1, \quad (2.21)
$$

where $W \in \mathbb{R}^{l \times l}$ is the coefficient matrix with only a few nonzero rows, $\lambda_1, \lambda_2$ are regularization parameters, $||W||_{1,2} = \sum_{i=1}^{l} \sqrt{\sum_{j=1}^{l} W_{ij}^2}$ is the $l_{1,2}$ group-sparsity regularizer that encourages the row sparsity of $W$, and $||W||_1 = \sum_{i=1}^{l} |W_{ij}|$ is the traditional $l_1$ regularizer that encourages sparsity over the whole $W$. While multiple output landmark selection \cite{11} requires an expensive optimization problem to select the best labels (columns), a more efficient randomized sampling method based on the Column Subset Selection Problem (CSSP) was proposed by Bi and Kwok \cite{14}. Instead of using a predetermined number of sampling trials, the number of trials is adaptive and based on performing partial SVD.

All the previous methods compress the label set regardless of the corresponding feature set. This approach can be considered as an unsupervised manner by not considering the input feature information. Recently, some feature-aware methods have been proposed that find the optimized compression function considering both feature and label sets. Conditional Principal Label Space Transformation (CPLST) is a feature-aware variation of PLST that minimizes both the encoding error and the training error in the reduced space \cite{33}. Another feature-aware method (FaIE) \cite{113} learns both the encoding and the linear decoding matrices by jointly maximizing the recoverability of the original space from the latent space and the predictability of the latent space from the feature space. FaIE can be considered as a generalization of PLST and CPLST.

Cao and Xu use the Hilbert-Schmidt independence criterion to maximize the dependency between features and labels via solving an eigenvalue problem \cite{26}. Their method uses the same decoding matrix as in PLST and CPLST, but the eigenvalues decrease more quickly than in PLST and CPLST, and therefore, their method results in shorter codewords. A more recent study extends CCA to the Kernel Canonical Correlation Analysis (KCCA) to reduce labels in a nonlinear feature-aware scheme \cite{111}. Their goal is to capture different types of label correlation.
patterns in the original label space and increase the label information preserved in the reduced space. As a decoding phase, a sparsity regularized least squares loss minimization problem is solved, and a projected gradient descent algorithm is developed to solve the minimization problem.

2.2 Stream mining

Due to the ever-increasing volumes of data generated today, processing data and extracting meaningful knowledge has become a challenge in many problem domains. In many cases, the complete dataset cannot be saved and processed offline anymore in a way classical data mining methods assume. Consequently, there is a great need for algorithms that can process a continuous and unlimited stream of data. Data stream classification has been considered as a challenging problem in many real-world applications such as intrusion detection, user interest, and climate forecast, among others. A stream of data can be viewed as a stochastic process of continuous and independent data/events where data stream algorithms are required to possess some properties [171, 52]:

- Not all the training data is available at once, and thus the algorithms need to operate incrementally.
- The algorithms need to process an unlimited stream of data, which cannot be stored completely. Therefore, they need a forgetting mechanism to keep the most relevant subset of data.
- Because of the scale of data, the algorithms should process instances online and in one pass. Hence, the processing algorithm needs to be simple.
- The most important feature of a data stream classification algorithm is the ability to cope with drifts in the underlying distribution of data. We define concept drift as:

**Definition 3 (Concept drift).** Let an instance \((x_1, \ldots, x_m, y)\) be drawn from a feature space \(\mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_m \subseteq \mathbb{R}^m\), where \(x_i \in \mathcal{X}_i\) is the \(i^{th}\) feature from the corresponding space and \(y \in \mathcal{Y}\) is its class label, each drawn from a distribution, which may change over the time. The joint probability of random variables over feature space \(\mathcal{X}\) and/or target space \(\mathcal{Y}\), \(P(X,Y)\), is considered as concept, and the change of the joint probability distribution through time is called concept drift, where \(P_{t_i}(X,Y) \neq P_{t_j}(X,Y)\) [58]. The joint probability can be written as:

\[
P(X, Y) = P(Y|X)P(X),
\]  

(2.22)
where the change in the feature variable distribution, $P(X)$, is called *virtual concept drift* or *covariate drift*, and it may occur when the training instances are skewed. On the other hand, the change in the target variable distribution, $P(Y|X)$, is called *real concept drift* or *class shift* [183, 192]. Any of these two changes may or may not lead to a change in posterior distribution, $P(Y|X)$. If the posterior distribution stays the same, the drifts are called *pure class shift* and *pure covariate shift*, respectively.

The ability to distinguish between virtual and real drifts and their pure forms helps to decide if the model has to relearn or revise. Hence, it leads to a more robust model. To this end, there has been much work on identifying types of concept drift [214, 79, 58]. In general, we can categorize a drift according to the way changes happen in time into the following groups:

- **Abrupt/Sudden**: When the distribution of instances changes instantaneously or near instantaneously. A real-world example of such change happens in a stock market crash, where stock values change almost instantly and follow a new pattern. Many algorithms in the literature investigated to detect sudden drift [195, 57, 29, 53, 16, 130]. They usually track the performance of the algorithm on a buffer/window of recent instances and when there is a significant degradation on the performance from one time slice to the other, the occurrence of drift is indicated.

- **Gradual**: In case there is a non-deterministic stage and transition time before completing the distribution change, and data may be drawn from both distributions, a *gradual drift* is occurring. Gradual changes may or may not be a steady progression from one concept towards another, where the probability of old distribution decreases and the probability of new distribution increases during the time. This progression can consist of small changes or involve major sudden changes. If the change is a steady progression from $c_i$ toward concept $c_{i+1}$ and the distance from $c_i$ increases and the distance from $c_{i+1}$ decreases in each time step, *incremental drift* is occurring. Thus, incremental drift can be seen as a generalized form of gradual drift in which during the non-deterministic period of distribution change, there are several distributions to draw data from, and the difference between the distributions are small. *Probabilistic drift* is another type of drift where it can be gradual or incremental. Probabilistic drift is when two alternating concepts exist, and one initially predominates, but over time the other comes to predominate. Gradual drifts are usually learned implicitly by updating a single learner [98, 106, 96, 83, 45], or an ensemble of classifiers [114, 115, 196, 49, 171, 170, 188, 106, 99, 159, 60, 199].
Recurring: If the distribution of data reoccurs after some time, the drift is called recurrent drift. If the repetition of the concept(s) occurs in a specific way, a cyclical form of drift is emerging. A good example of such case is the weather patterns in one specific location. The focus of our thesis is to detect and learn recurrence of concepts in single-label and multi-label problem setting.

Nonetheless, we should keep in mind that these categories and their definition are rather qualitative and informal. Recently, some studies provided quantitative measures on drifts and tried to establish a formal definition of drifts and how to address the problem of drift detection. Minku et al. proposed the severity of drift as the proportion of the instance space for which the class labels change between successive stable concepts. Magnitude of drift is another measure, which finds the distance between the distribution of concepts at the start and end of the period of drift. Although this measure is simple, the proper function for measuring distribution distance varies from domain to domain and impacts how a learner should respond to the drift. Goldenberg and Webb provided an in-depth survey of different distance measures with respect to their suitability for quantifying and estimating drift magnitude between samples of numeric data. Likewise, Webb et al. propose drift duration and drift rate as two measures, which quantify the elapsed time over a period of drift and how fast the distribution changes in a more formal fashion.

An ideal concept drift learning algorithm should support different types of drift, i.e., sudden, gradual and recurring, and at the same time be robust to noise. One challenge in learning from drifting data streams is to distinguish drift from noise. As data is not stationary and drift may occur over time, noise may be recognized as drift and vice versa. Moreover, in the classification of streaming data, there could be cases where a new previously unseen class emerges in time. This problem is called novel class detection, and it adds more challenge to the problem of noise detection. However, novel class detection is beyond the scope of this thesis, and we only focus on the problems where all classes are known beforehand.

The validation process of algorithms in conventional data mining with a limited amount of data focuses on maximizing the use of data. Hold-out, cross-validation, and leave-one-out are standard validation methods in those kinds of problems. The hold-out method randomly divides the dataset into two subsets, one for training and one for testing. The $k$-fold cross-validation segments the data into $k$ independent and equally sized sub-samples. One sub-sample is used for testing, and the rest of $k - 1$ sub-samples are used for training, and the process is repeated $k$ times so that each sub-sample is used exactly once as test data. The leave-one-out method is a variant of the cross-validation method where the number of folds $k$ is equal to the data size. However, in a data stream environment where data
arrives in time and potentially with infinite size, these approaches are not applicable anymore.

A well-known approach is to focus on evaluating the model at various stages by plotting the model’s performance over time. This will show how much the model improves with more training data and how well it adapts to drifts. Well-known evaluation measures (i.e., accuracy, misclassification rate, precision, recall, and F-measure) from conventional data classification is applicable here as well. A standard procedure for validation of streaming models is called \textit{prequential} or \textit{Interleaved Test-Then-Train}: Each instance is first treated as a test example, and the current model predicts its class. After receiving its true class, we estimate the loss of our model and incrementally update the model. In fact, the training and the test phases are mixed as opposed to the conventional classification procedure.

Instances arrive in a batch/window or individually at each time slice. Processing data instance by instance releases the need of choosing the window size; however, it obscures the algorithm’s performance at a particular time since the model’s early mistakes will quickly diminish over time. Processing data in batch allows the model to adapt to the latest changes in the data and is preferred in scenarios with drifts. As a remark, we should consider that the i.i.d (independent identically distribution) assumption is not always valid due to the non-stationary nature of the data stream. However, it is reasonable to assume that the i.i.d assumption holds in small sized windows of data.

### 2.2.1 Stream mining methods

Gama \textit{et al.} modularize any online adaptive learning algorithm into a four-module schema \cite{58}:

1. **Memory component**: Learning from non-stationary streaming data requires not only to update the predictive model, but also forget the outdated old data. We refer to the memory needed by the model as a long-term memory and to the memory needed for data as a short-term one. Some of the methods in the literature store and process only one instance at a time, while others save multiple instances in a batch and process them once. \textit{WINNOW} \cite{114} is one of the early-proposed well-known examples of the former approach, which is a
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A robust linear classifier using a multiplicative weight update scheme. STAGGER [157], DWM [98], and GT2FC [22] are other examples of single instance models. FLORA [195] is an example of the latter approach, which uses the first-in-first-out data structure to store the most recent data and builds a new model on them.

The key challenge in window based methods is the size of the window: a small window of data ensures the data to be stationary, while larger windows get better performance results in stable periods. To benefit from data most, some approaches use a variable window depending on the indications of a change detector (e.g., FLORA2 [195] and others [56, 96, 16]). One study presented a theoretically supported method for finding an appropriate window size for Support Vector Machines based on the estimate of the generalization error [97]. Also, Kuncheva and Zliobate provide a stepping stone towards a theoretical basis of choosing the window size for streams with abrupt drifts and Gaussian classes [104]. In all these approaches, the most recent data is assumed to contain the most relevant and the most important information. However, this assumption is not always correct, especially when the data is noisy or a concept is recurring. Some approaches store the instances not based on their age but based on their distribution usage [154]. Some others do not entirely discard instances but assign weights based on their importance [96]. Single instance algorithms like WINNOW [114] and VFDT [45] do not contain any explicit forgetting mechanism and adapt to the new concept slowly over time by visiting new instances of the new concept.

2. Change detection component: Some adaptive learning approaches use an explicit drift detection method, which helps them with providing information about the dynamics of the data process. A typical strategy is to monitor the performance indicators or statistics of data and compare them to a fixed baseline [195, 92]. In general, the methods can be categorized according to the following groups:

- Sequential analysis: The Sequential Probability Ratio Test (SPRT) [186] is the basis of several drift detection methods. Assume a sequence of instances where a subset of them is generated from an unknown distribution $P_0$ and the other subset is generated from another unknown distribution $P_1$. When the distribution changes from $P_0$ to $P_1$ at point $t_1$, the probability of observing certain subsequences under $P_1$ is expected to be significantly higher than that under $P_0$. Having independent observations $X_i$, the null hypothesis for change occurrence is
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tested by:

\[ T^n_{t_1} = \log \frac{P(x_{t_1} \ldots x_n|P_1)}{P(x_{t_1} \ldots x_n|P_0)} = \sum_{i=t_1}^{n} \log \frac{P_1[x_i]}{P_0[x_i]} = T^{n-1}_{t_1} + \log \frac{P_1[x_n]}{P_0[x_n]}, \]

(2.23)

where a change is detected if \( T^n_{t_1} > \theta \) and \( \theta \) is a user-defined threshold. The Cumulative sum (CUSUM) \[136\] is a memoryless test that uses SPRT to detect changes. The test outputs an alarm when the mean of the current data significantly deviates from zero. The Page-Hinkley (PH) test \[136\] is a variant of CUSUM for a Gaussian signal. The test variable is the cumulative difference between the observed values and their mean until the current time.

- Statistical process control (SPC): SPC methods are the standard statistical techniques that monitor the evolution of the learning process. The error for each instance is a random variable from Bernoulli trials. For each instance \( i \), the error rate is the probability \( p_i \) of observing an error with the standard deviation \( \delta_i = \sqrt{\frac{p_i(1-p_i)}{i}} \). For a sufficiently large number of instances, the Binomial distribution can be approximated by the Normal distribution with the same mean and standard deviation. The \( 1 - \delta/2 \) confidence interval for \( p_i \) will be \( p_i \pm \alpha \times \delta_i \). Keeping two parameters \( p_{\min} \) and \( \delta_{\min} \), a common threshold for warning is 95% with the threshold \( p_i + \delta_i \geq p_{\min} + 2\delta_{\min} \), and for out of control is 99% with the threshold \( p_i + \delta_i \geq p_{\min} + 3\delta_{\min} \). We can use the rate of change by measuring the time between warning and out of control. One widely used SPC method is called Drift Detection Method (DDM) \[56\]. Other examples of drift detection methods based on SPC can be found in \[65, 22\]. Early Drift Detection Method (EDDM) \[10\] improves DDM in better detecting gradual drifts by considering the distance between classification error instead of classification errors. This way, EDDM detects change faster, without increasing the rate of false positives.

- Distribution differences: These methods use two windows of data, one a reference window as a summarization of previous information, and a sliding window over the most recent data. A null hypothesis of equality of distributions is applied to compare these two windows. If the null hypothesis is rejected, a drift is signaled at the start of the current sliding window. These two windows are conceptually different from training windows, and they can be of equal size or progressive sizes, and different window positioning strategies can be employed \[1\]. In some studies, a statistical test based on the Chernoff bound is used
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to compare two distributions [93, 53]. Some other methods use entropy-based metrics [185] or the Kullback-Leibler (KL) divergence [40]. In some methods, the accuracies of the windows are monitored [131] and in some, the summarization of data [16]. The main advantage of this group of drift detection is their more precise localization of the change point compared to the previous approaches, although they need more memory to store instances in two windows.

- Contextual: Splice [72] employs a meta-learning technique, which aims to identify stable intervals and induce local concepts associated with these intervals. Some other methods maintain a set of prototypes, which is to represent a class with several clusters [22, 160].

3. Learning component: Early learning models emulated incremental learning with batch learning algorithms by discarding the current model and retraining a new model from scratch using buffered data [97, 171]. Following methods attempted to incrementally update the current model using the most recent data. Based on the memory component, the model may be updated by one instance or a buffer of instances. The former is called online learning and the latter is known as incremental learning. WINNOW [114] and MBW [28] are examples of online learning, and SEA [171] and Learn++.NSE [47] are examples of incremental learning. The ability to continuously learn from a stream of data while preserving previously learned knowledge is known as the stability-plasticity dilemma: The model should be on the one hand stable to handle noise and on the other hand being able to learn new knowledge and patterns [27].

Learning methods follow different adaptation strategies toward drifts. Some methods make a proactive blind adaptation by updating the model based on the loss function [195, 97]. VFDT [45] is also an example of such approaches: new examples update statistics in the leaves of the current model; and as the tree grows, the leaves reflect the most recent concepts. The major limitation of this group of methods is their slow reaction to concept drift. Hence, some methods use reactive informed strategies based on the triggers from a change detector [83, 15], or data discreptors [195, 92] as in recurring concept methods (cf. Section 2.2.2). The reaction to the drift signal may apply to the whole model or only some regions of the generalization of examples. Most of the existing methods reconstruct the whole model from scratch after detecting a drift [171, 10]. However, some granular methods have the possibility of decomposing the data space and change only the specific affected sections. CVFDT [83] is an example of such methods where with the detection of a change, it
starts growing an alternate decision tree in parallel with the root of the newly-invalidated node. When the alternate tree is more accurate than the original tree, it replaces the latter in the main model. Nodes of a Hoeffding tree capture statistics from a data window. The root and the nodes closer to the root are generated by the older instances, while the leaf nodes are generated by the recent instances. By comparing the distribution of the errors at leaves to the distribution of errors at upper nodes, drift is detected. The reaction is to push up all the information of the descending leaves to the corresponding subroot.

From the perspective of the number of learners, some methods train an ensemble of classifiers to obtain a weighted combination of distributions [159, 47]. The weights reflect the performance of individual models on the most recent data. Ensemble updates can be done in three ways [103]:

(a) Dynamic combination, where base learners are trained once and only their combination rule changes over time [114, 115, 195]. It is clear that fixing the classifiers to the ones trained on a limited data may lead to inaccurate prediction in the long run.

(b) Continuous update of the learners, where the learners are either retrained in a batch mode or updated online [171, 134, 59]. This group of methods can be assumed as a variation of the next group.

(c) Structural update or replacement of the poorly performed methods, where new learners are added, and the inefficient ones are removed/deactivated [99, 106].

Studies show that before the occurrence of drift, ensembles with less diversity obtain lower test error, but shortly after drift, highly diverse ensembles reach better performance [123].

4. Loss estimation: As discussed before in the validation process of data streams, methods may use different performance measures for measuring the loss (e.g., the leave-one-out error [97]). Many of the methods also use two windows of data, one from the most recent data and one as a reference, to monitor the performance of the algorithm based on their difference [131].

2.2.2 Recurrent concept methods

As training and test phases are mixed in stream mining and the learner is updated iteratively, the old unused concepts learned by the learner are likely to be forgotten, and new concepts are learned as they emerge. After
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a sufficiently long time, when the old concept reappears, the learner treats it as a new concept and may mislabel most of its instances. This makes the learner inefficient in those real-world problems with such potential. If the learner could avoid forgetting the previously learned knowledge in the classification algorithm, this issue can be resolved appropriately. The methods supporting recurring concepts, try to extract concepts from instances and maintain them in a pool of concepts \([55, 65, 92, 106, 125]\). When a new instance is received, its similarity to the concepts in the pool is measured, and one or some of the available concepts are selected to predict its class.

Early work on handling recurrent concepts in data streams goes back to FLORA3 \([195]\), which deals with categorical attributes and uses a disjunctive normal form (DNF) language to represent a concept and to train the rule-based algorithm. Ramamurthy and Raj proposed an ensemble model where each classifier was built on a window \([145]\). Once a classifier is created, it never gets deleted. Instead, at each point, the algorithm chooses relevant classifiers for the ensemble. To filter the classifiers from the global list, the classification error of the classifier on the immediately preceding window is taken into account. All the classifiers which perform better than a random classifier are included in the ensemble set. A classifier is random if the probability of classifying an instance depends solely on the class distribution in the current window. As no classifier is deleted, the algorithm supports recurring concepts.

Inspired by the context space model \([135]\), Gomes et al. extract concepts for each classifier \([65]\). An \(N\)-tuple of form \(R = (a_1^R, a_2^R, \ldots, a_N^R)\) is called a context space, where \(a_i^R\) is the acceptable regions of feature \(a_i\). The classifier and its corresponding context space are maintained in the pool, and an explicit drift detection method is used to detect stable concepts. This approach is similar to our approach proposed in Chapter 6 as it extracts the context of a batch of data and trains a classifier on it; however, the representation of context is different from our concept representation.

Later, Lazarescu proposed a method supporting continuous features \([106]\). The technique keeps an ensemble of classifiers and assigns a concept representation to each classifier. The representation consists of the average of attributes, and any distance measure can measure the similarity. Morshedlou and Barforoush propose to employ the information of mean and standard deviation used in the conceptual features of numeric attributes \([125]\). The approach uses a pro-active behavior, which means that the next concept’s probability is calculated conditional to the current concept. If the concept is likely to occur (its occurrence probability is greater than a threshold), it will be added to a buffer. If a drift is detected and the algorithm decides to behave proactively, the first concept from the buffer is selected. If the chosen concept matches the recent batch, it is updated by batch instances. Otherwise, the algorithm selects the next concept in the buffer, or if it decides to behave reactively, a new classifier is
created on the recent batch. A decision on acting reactively or proactively is pursued by a heuristic method. Selecting a suitable probability threshold and proactive or reactive behavior are very time-consuming. Meanwhile, this algorithm supports only the datasets with numeric features; not nominal ones.

A similar approach to Lazarescu’s was followed in the Conceptual Clustering and Prediction (CCP) framework with some modifications [92]. The CCP framework describes continuous attributes by their means and standard deviations, and nominal features with the probability of attribute values given the class, instead of keeping only the average of attributes. This summary of data is called conceptual vector \( Z = (z_1, z_2, ..., z_m) \) and is extracted from each batch of data, where \( z_i \) is a conceptual feature and is calculated from:

\[
\begin{align*}
    z_i &= \begin{cases} 
    P(f_i = v | y_j) & : i = 1..m, j = 1..k, v \in V_i \\
    (\mu_{i,j}, \sigma_{i,j}) & : j = 1..k
    \end{cases} 
    \quad \text{if } f_i \text{ is nominal} \\
    \end{align*}
\]

where \( m \) is the number of features, \( k \) the number of classes, \( f_i \) the \( i^{th} \) feature and \( V_i \) the set of possible values for the nominal feature \( f_i \). \( \mu_{i,j} \) and \( \sigma_{i,j} \) are mean and standard deviation of the \( j^{th} \) class of feature \( i \). By receiving a new batch of data, the method decides whether to update one existing classifier or add a new classifier to the pool. In the CCP framework, the Euclidean distance is used as a similarity measure for conceptual vector comparisons. If the similarity of recent conceptual vector to a concept available in the pool is higher than a predefined threshold, its corresponding classifier will be updated by instances of the recent window. Otherwise, a new classifier and concept is added. As the threshold parameter is problem specific, one major shortcoming of the CCP framework is how to determine the threshold.

In some problems, features are not independent of each other, in which case CCP’s conceptual vectors fail to extract this information from data. Including feature correlations can help in a more accurate approximation of the data distribution and better drift detection in case of drifts in feature correlations. We have extended the idea of representing dependencies between the features in conceptual vectors in Chapter 6. Furthermore, instead of using the Euclidean distance, we first present a heuristic method in Chapter 5 and then we propose a multivariate statistical test to check if two conceptual vectors are drawn from different distributions in Chapter 6.

Another approach keeps only a pool of classifiers, but no concept representation [201]. Instead of comparing representations, RePro [201] takes the number of similar predictions of the classifiers on the current batch as the similarity measure. This method uses a Markov chain to learn concept transition patterns. In contrast to our proposed method in Chapter 6, this method follows a proactive approach and updates the transitions in the Markov chain whenever drift has been detected; then it moves to the next state. Data is predicted using a proactive-reactive method: If the accuracy
of the next classifier is better than a threshold, it will be used as the next state; otherwise, a new classifier will be trained on the current batch. Our experimental results showed that RePro takes more time in finding similar classifiers on each new batch of data than methods using concept representations.

A recent framework called Recurring Concept Drift (RCD) \[66\] creates a new classifier for any new concept and keeps a fixed size buffer for data samples used to build the classifier. If a drift is detected, the method calculates a non-parametric multivariate statistical test to compare the similarity of a new concept with all the previous concepts in the pool. If the new data is similar to one of the earlier concepts, it is counted as a concept recurrence, and the old classifier is reused. If not, a new classifier and its buffer are added to the pool. This approach is different from our approach in Chapter 6 in several aspects: Besides the different statistical test used in finding similar concepts, this method keeps a fixed size FIFO buffer instead of the conceptual vectors in our approach. We do not use any separate drift detection method in a way RCD does. Moreover, RCD does not extract transitions between the concepts of the pool; it just keeps a list of classifiers and their sample buffers.

Gama and Kosina presented a meta-learning approach that meta-classifiers select which base classifier is used when a drift is detected \[55\]. If the output of the meta-learner is greater than a predefined threshold, the base learner will be used to label the instance; otherwise, it is excluded. Here also a pool is used to keep all base and meta-learners. There also have been other frameworks that add a meta-learning layer to the pool of classifiers to characterize the domain of applicability of the learned models \[54, 9\]. The meta-layer is a control layer that monitors the evolution of learning algorithms. MM-PRec \[9\] uses a Hidden Markov Model (HMM) as a meta-model to predict if a drift will happen as well as to choose the best concept if there is a recurrence. The framework uses an explicit drift detection module: In the case of a warning, the current classifier is compared to the classifiers in the repository using a fuzzy similarity function. If the current classifier or a similar one is not available in the repository, it is added to the repository as a new concept. In order to get the prediction of the meta-model, MM-PRec keeps a buffer of multi-instance data and will send it to the HMM whenever the buffer gets full. This may delay the training process of HMM, and it is considered as the main drawback of MM-PRec. When drift is signaled, a model is trained on a stable sub-window of instances, and it is compared to the models in the repository. In case the newly trained model is detected as a recurrent model, the one existing in the repository is used in the future, and the new model is discarded. Moreover, the recurrent models are not incrementally trained with the new data anymore.
2.2.3 Multi-label stream learning methods

Although multi-label classification has received a lot of attention, classifying multi-label data streams is relatively new and not very well investigated. A multi-label data stream is defined as:

**Definition 4** (Multi-label data stream). Let \(x \in X \subseteq \mathbb{R}^m\) and \(l = (l_1, l_2, \ldots, l_l) \in \{0, 1\}^l = L\) denote an instance of an \(m\)-dimensional feature space and the relevant binary label set of size \(l\), respectively. At each time stamp, a new batch of multi-labeled instances of size \(n\) is received:\n
\[
(X(t), L(t)) = \{(x^1_t, l^1_t), (x^2_t, l^2_t), \ldots, (x^n_t, l^n_t)\},
\]

where \((x^i_t, l^i_t)\) indicates the \(i\)th multi-labeled instance in batch \(t\). We assume that instances are generated independently from a joint distribution \(P(X, L)\) over \(X \times L\).

We can extend the definition of concept drift to the multi-label scenario, considering:

\[
P(X, L) = P(L|X)P(X) = P(X|L)P(L). \tag{2.25}
\]

The change in the joint probability distribution can be derived from the change in the prior feature distribution \(P(X)\), or the change in the likelihood label distribution given the feature set, \(P(L|X)\), or the change in the posterior distribution over the feature set given the label set, \(P(X|L)\), or the change of distribution among class labels \(P(L)\), or any combination of them. The general categorizations of drift in single-label streams (such as abrupt, gradual, recurrent, etc.) are still applicable here [192].

As instances in data streams are available only for a short period, and their underlying distribution may vary over time, special algorithms are developed to deal with their features as explained in Section 2.2.2. However, in the multi-label context, apart from some well-known multi-label methods like Binary Relevance (BR) and Classifier Chains (CC) that can easily be upgraded to the online scenario by using an updateable classifier as their base learner, there are limited studies that address the problem of multi-label stream classification.

Early work provides a stacking modification of the BR algorithm (MBR) to learn the dependencies among the labels by adding each classified label as a new feature [141]. To cope with drifts, an implicit strategy is followed by taking the weighted majority vote of a dynamic classifier ensemble. **Multiple Windows Classifier** (MWC) is a modified version of \(k\)-Nearest Neighbor and considers the class imbalance problem by maintaining two fixed-sized windows per label, one for positive and one for negative examples [168]. This method also has an implicit strategy for dealing with drifts. The same implicit strategy is used in other work [191, 190].

Later, Read et al. proposed a multi-label version of Hoeffding trees (MLHT) by modifying the definition of entropy and training multi-label prune sets at the leaf nodes [147]. MLHT uses the definition of
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Multi-label entropy proposed by Clare and King [36] in adapting C4.5 to the multi-label setting (equation (2.13)). MLHT also benefits from the ADWIN bagging method [18] as an implicit change detector, thus, upon the occurrence of a drift, the worst performing classifier of the ensemble is replaced by a new one. Experimental results show that the MLHT method outperforms MBR and MWC [147]. Shi et al. [161] also presented a multi-label version of entropy as a simple drift control strategy to monitor the change of distribution between features and labels. In their work, they capture the label correlation and interdependence based on two different approaches: the Apriori association rule mining algorithm and the Expectation-Maximization clustering method. Then each instance is annotated with some subsets of the class label as the new class labels. There may exist overlapping or non-overlapping subsets. The experimental results demonstrated the advantage of the method based on label grouping and entropy over the method only based on entropy. This indicates that considering label dependence is effective in detecting concept drift for multi-label data streams.

Multi-Label Dynamic Ensemble (MLDE) integrates an ensemble of Multi-Label Cluster-based Classifiers (MLCCs) and measures the appropriateness of them for classifying a new concept by the subset accuracy weight [166]. This approach uses a sophisticated and time-consuming multi-label cluster-based classifier, which makes it impractical for larger datasets. A recent method monitors the average local log-likelihood of nodes in a multi-dimensional Bayesian network classifier (MBC) using the Page-Hinkley test [20]. However, none of these studies consider recurrent concepts in multi-label streams.

2.3 Deep neural networks

Neural networks have received so much attention from researchers recently mainly because they do not require handcrafted features, and can discover the features during the learning process. Nevertheless, for a long time, training networks with a larger number of layers was not successful, and methods like Support Vector Machines were more useful in practical applications. Last decade witnessed impressive progress with Deep Neural Networks (DNN), and the proposed approaches significantly pushed the state of the art on many difficult problems such as image recognition [162] and speech recognition [76]. The network architectures vary from feedforward neural networks to radial basis networks, to recursive and recurrent neural networks, and to convolutional neural networks, or a combination of them.

Deep feedforward networks are the backbone of modern deep learning methods. One important architecture in this category is the multi-layer perceptron (MLP). The goal here, the same as in other classification problems,
is to find the best approximation of a function \( f \) that maps the input to the desired output. The mapping is implemented by multiple layers of neurons. A neuron is a simple computation unit that makes a weighted connection to the neurons of a subsequent layer:

\[
y = \phi\left(\sum_i w_i x_i + b\right),
\]

where \( x_i \) is the \( i \)th input, \( w_i \) is its corresponding weight, \( b \) is the bias, \( \phi \) is the activation function, and \( y \) is the output of the neuron. Historically, common activation functions were the logistic sigmoid function \((\phi(x) = \frac{1}{1+e^{-x}}})\) or the hyperbolic tangent function \((\phi(x) = \frac{e^x-e^{-x}}{e^x+e^{-x}}}\). An output unit determines the type of loss function. The most popular choices for classification purposes are sigmoid and softmax units. Sigmoid units are suitable for binary classification since the result of a sigmoid function can be interpreted as class probability. In this case, an appropriate cost function is the cross entropy loss:

\[
J_i(x_i, y_i; \theta) = -\left(y_i^j \ln y_i + (1 - y_i^j) \ln(1 - y_i^j)\right),
\]

where \( y_i, y_i^j \) are the desired output and the sigmoid output, respectively. For multi-class problems, however, the softmax function is a perfect choice:

\[
y(x_i) = \frac{e^{x_i}}{\sum_{j=1}^n e^{x_j}},
\]

where \( x = (x_1, \ldots, x_n) \) is the input vector to the softmax layer. The cross entropy loss function can be easily extended to \( c \) classes:

\[
J_i(x_i, y_i; \theta) = -\sum_{j=1}^c y_i^j \ln y_i^j.
\]

To find an accurate mapping function \( f \), the parameters should be adjusted. For that, the objective function, i.e. the average loss over training instances, is to be minimized. The procedure starts from the output layer, and by applying the chain rule to derivatives, it propagates the error to the previous layers. The method is called backpropagation \([152]\). When the gradients are known, a gradient-based optimization algorithm can find the best parameter for the objective function. In practice, the Stochastic Gradient Descent (SGD), a stochastic approximation of the gradient optimization method over training instances, is calculated. However, updating the parameters with every single instance is an extremely inefficient method, therefore, many methods use a mini-batch update approach. In addition, the number of parameters in a neural network can be very high, which makes the
training prone to overfitting. One way to avoid such issue is to apply regularization. One simple regularization method is to add a penalty on the magnitudes of the parameters:

\[
\bar{J}(X, y; \theta) = J(X, y; \theta) + \lambda w(\theta),
\]

where \( \lambda \) is the regularization hyperparameter controlling. The most common penalty norms are the L2 regularization \((w(\theta) = \frac{1}{2} ||w||_2^2)\) and the L1 regularization \((w(\theta) = ||w||_1)\). Parameter norm penalty regularization is not a specific method for neural networks. Recently, dropout regularization has been proposed specifically for reducing overfitting in deep neural networks [169]. It randomly disables a subset of neurons each time a mini-batch is processed. The probability of keeping a hidden neuron is usually set to 0.5, and the input neuron is preserved with 0.8. In the test phase, all the neurons are involved. MLP is a feedforward network because there are no backward connections and the flow of computations is only from input towards the output. In this aspect, the feedforward network differs from recurrent neural networks. In this section, we briefly review three other famous categories of neural networks: convolutional neural networks, recursive neural networks, and autoencoders.

2.3.1 Convolutional neural networks

A Convolutional Neural Network (CNN) [108] can be thought of a multi-layer perceptron for processing spatially structured data (e.g., image). Assuming that the data is organized in a grid-like structure, CNNs can greatly reduce the number of parameters, and hence, speed up training. Apart from the classical fully-connected layers, CNNs use two other types of layers: convolutional layers and pooling layers. Neurons in convolutional layers are grouped in feature maps to detect local features in the input data. Thus, instead of being connected to all the units from the previous layer, each neuron is connected only to a small region of its input, called the receptive field. Weights of these connections form a filter, which is convolved with the input to produce the activation map. A well-known activation function is the rectifier linear function:

\[
\phi = \max\{0, \sum_i w_i x_i + b\},
\]

where \( x_i \) is the \( i^{th} \) feature of input instance, \( w_i \) is its corresponding weight, and \( b \) is the bias. Neurons with this activation function are commonly called Rectifier Linear Units (ReLUs). Convolution layers are interleaved with pooling layers to reduce the computation burden for subsequent layers and control overfitting. A pooling layer downsamples the data representation by combining the output of the previous feature map into non-overlapping
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clusters. The most common pooling method is max pooling, which then returns the maximum value of each cluster. A CNN could be a repeat of one or several layers convolutional layers followed by a pooling layer, before employing one or many fully-connected layers. A CNN can be trained with the Stochastic Gradient Descent (SGD) and backpropagation, as all the operations performed by the layers and neurons are differentiable. Convolutional neural networks existed long before the advent of deep learning; however, their popularity escalated after the domination of deep CNNs in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) competition in 2012 [102].

2.3.2 Recursive neural networks

An MLP can only map from input to output vectors, whereas a recursive neural network (RecNN) in principle can map from the entire history of previous inputs to each output. A recursive neural network applies the same set of weights recursively over a structured input [164]. In its basic architecture, nodes are combined into parents using a shared weight matrix, and a non-linear activation function:

\[ p(i, j) = \phi(W[c_i; c_j] + b), \]

where \( c_i \) and \( c_j \) are the \( n \)-dimensional vector representation of nodes \( i \) and \( j \), and \( p(i, j) \) is their parent’s vector representation with the same dimensions. \( W \) is the learned \( n \times 2n \) weight matrix, \( b \) is the bias, and a typical example for \( \phi \) is \( \text{tanh} \). With this representation, we can compute a local score using an inner product with a row vector \( W_{\text{score}} \in \mathbb{R}^{1 \times n} \):

\[ a(i, j) = W_{\text{score}} p(i, j). \]  

(2.33)

This type of network is useful when dealing with variable-size inputs and when the topological structure of the input is important.

Recurrent Neural Networks (RNNs) [78] are a type of recursive networks with a linear chain structure. While a recursive neural network operates on any hierarchical structure, recurrent neural networks combine the previous time step and a hidden representation into the current representation, hence, operate on a linear progression of time. The forward pass of RNNs is the same as an MLP with a single hidden layer, except that a hidden layer receives input from both the current external input and the hidden layer of one step back in time:

\[ a_h^t = \sum_{i=1}^{I} w_{ih} x_i^t + \sum_{j=1}^{H} w_{jh} \phi_h(a_h^{t-1}), \]

(2.34)

where \( I \) and \( H \) are the number of input and hidden units of the RNN, \( x_i^t \) is the \( i^{th} \) input value at time \( t \), \( a_j^t \) is the input to unit \( j \) at time \( t \), and \( \phi \) is
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A non-linear activation function. The complete sequence of activations can be computed by starting at $t = 1$ and recursively applying equation (2.34). For the backward pass, we can apply backpropagation through time [198].

2.3.3 Autoencoder

The autoencoder is an MLP whose goal is to reconstruct the input at the output. Therefore, it has the same number of input and output neurons. Middle layers have a smaller number of neurons, and the smallest layer stands exactly in the middle of the architecture. The autoencoder consists of two parts, the encoder, and the decoder. The first part of the network tries to compress the input to an encoded representation $c = e(x)$, and the second half calculates the reconstruction $d(c)$. The objective function is to minimize the dissimilarity between $x$ and $d(c)$. One may add additional regularization terms to include various desired properties, such as sparsity [146] or robustness to minor changes [151].

Autoencoders were developed long before the advent of deep networks [23]; however, the discovery of generative pretraining [77] opened the possibility of training much deeper models.

2.3.4 Multi-label deep learning methods

Deep neural network architectures have opened their way into multi-label learning in recent years. Read and Perez-Cruz showed that employing Deep Belief Networks (DBNs) [77] yields a better feature space representation and hence, better performance [148]. Wicker et al. apply autoencoders as a label space dimension reduction approach to extract non-linear dependencies among the labels [194]. Canonical-Correlated Autoencoder (C2AE) [203] is another deep method that combines deep canonical correlation analysis (DCCA) and autoencoders to learn a feature-aware latent subspace for label embedding. It also enhances the loss function at the decoding output to be label-correlation aware, and hence, better exploit cross-label dependencies. However, the training of such networks is intensely time-consuming, and thus only applicable to very small datasets with not many labels.

Recently, some methods combine the approach in Classifier Chains with recurrent neural networks. CNN-RNN [189] replaces the memory mechanism in Classifier Chains with an RNN-based approach. It learns a linear joint image-label embedding to characterize both the semantic label dependency and image-label relevance. To better extract hidden correlations, Re-thinkNet [200] modifies Classifier Chains by forming a chain of multi-label classifiers. It adopts RNN for making memory-based predictions by fully memorizing the temporary predictions from all classifiers. Nam et al. [128] present an alternative formulation of Probabilistic Classifier Chains using recurrent neural networks by only focusing on the positive labels. Lately, an
order-free visually attended RNN method (Att-RNN) is proposed to solve the problem of pre-determining the label order in CC and CNN-RNN. It furthermore improves the performance on image classification by introducing a confidence-ranked Long Short-Term Memory (LSTM) network. Att-RNN approximates the optimal order of labels with a time-consuming beam search.
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Deep Learning for Text Classification

The advent of social media such as Twitter, blogs, ratings, and reviews has created a surge of research on analyzing text data for different purposes such as sentiment analysis. Much of this data is in the form of short texts such as sentences. Training a well-performing classifier for a specific task on a single sentence that has a limited amount of contextual data is a challenging task. To effectively solve this problem, one may model sentences to analyze and represent their semantic content. The goal of modeling sentences is to accurately represent their meaning and semantic content for different tasks including classification. Recent years have seen a variety of different deep learning architectures considered especially to model sentences [121, 165, 90]. Their significant advantages lie on the removed requirements for feature engineering, and preservation of the order of words and syntactic structures, in contrast to the traditional bag-of-words model, where sentences are encoded as unordered collections of words. The success of such neural network-based methods is also based on the progress in learning distributed word representations in semantic vector spaces [122, 138], where a real-valued word embedding represents each word. Word embeddings are learned by projecting words onto a low-dimensional vector space that encodes both semantic and syntactic features of words. Given word embeddings, different methods have been proposed to learn word compositions and to model sentences. These neural network approaches range from basic Neural Bag-of-Words (NBoW), which ignores word orderings to more representative compositional approaches such as Recursive Neural Networks (RecNNs) [163, 85], Convolutional Neural Networks (CNNs) [94, 90], and Recurrent Neural Networks (RNNs) [110, 213] or a combination of them (e.g. CNN and RNN [116, 126], or RecNN and RNN [173, 25]).

Recursive neural networks are a generalization of classic sequence modeling neural networks to tree structures and have shown excellent abilities
to model word combinations in a sentence \[140, 63, 75\]. They work by feeding a parse tree to the network. At every node in the tree, the composition is done in a bottom-up fashion by a weight matrix shared over all nodes of the tree. However, they depend on well-performing parsers to provide the topological structure. These are not available for many languages and do not perform well in noisy domains. Further, they often require labeling of all phrases in sentences to reduce the so-called vanishing gradient problem \[86\]. Recurrent neural networks are a special case of recursive networks where their structure is linear instead of a tree \[78, 121\]. An in-depth comparison of RecNN and RNN showed that when long-distance semantic dependencies play a role, recursive models offer useful power \[110\]. Although Recursive neural networks implicitly model the interaction among input vectors, Recursive Neural Tensor Networks (RNTNs) have been proposed to allow more explicit interactions \[165\].

On the other hand, convolutional neural networks models, as the alternative models for sentence modeling, apply one-dimensional convolution kernels sequentially on word vectors using sliding windows to extract local features. Each sentence is treated individually as a bag of \(n\)-grams, and long-range dependency information spanning multiple sliding windows is therefore lost \[208\]. Recently, new architectures have been proposed to resolve the limitation of CNNs in losing long-range dependency information \[116, 208\], or to overcome the fixed structure of CNNs for one input length \[90\]. A recent comparison of CNNs and RNNs has shown that in those tasks where recognizing a keyphrase is essential (e.g., sentiment analysis or question-answer matching), CNNs perform better \[204\]. Another limitation of CNN models is their requirement for the exact specification of their architecture and hyperparameters \[209\].

Although there are few studies on comparing different deep network architectures, little is known about the comparative performance of recursive neural networks and convolutional neural networks on a common ground, across a variety of datasets, and on the same level of optimization. In this chapter, we compare convolutional neural networks to a well-performing variation of recursive neural networks called recursive Neural Tensor Networks (RNTNs). Although RNTNs have shown to work well in many cases, they still suffer from the need for intensive manual labeling to overcome the vanishing gradient problem. In this chapter, we conduct extensive experiments over a range of benchmark datasets to compare the two network architectures. Our goal is to provide an in-depth analysis of how these models perform across different settings. Such a comparison is missing in the literature, likely because recursive networks often require labor-intensive manual labeling of phrases. Such annotations are unavailable for many benchmark datasets. We employ two methods to automatically label the internal nodes: a rule-based method and (this time as part of the RNTN method) a convolutional neural network. This enables us to compare these RNTN models to
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\[ p_3 = f \left( \begin{bmatrix} w_1 \\ p_2 \end{bmatrix}^T V_{[1:d]} \begin{bmatrix} w_1 \\ p_2 \end{bmatrix} + W \begin{bmatrix} w_1 \\ p_2 \end{bmatrix} \right) \]

Figure 3.1: An example of an RNTN architecture with word vector dimension of size 4 for sentiment classification of a given input sequence, which is parsed by a constituency parser. \( V \) and \( W \) are the tensor matrix and the recursive weight matrix, respectively.

a relatively simple CNN architecture. We also investigate whether there is an effect of using constituency parsing instead of dependency parsing in the RNTN model. In this way, we aim to contribute to a better understanding of the limitations of the two network models and provide a foundation for their further improvement.

In this following sections, we first explain our approach to the automatic labeling of RNTNs and then explain our proposed architecture for the CNN. The presented architectures are then evaluated on a set of benchmark datasets, described in Section 3.3.

3.1 Recursive neural tensor network architecture

RNTNs [165] are a generalization of RecNNs where the interactions among input vectors are encoded in a single composition function (Figure 3.1). Here, we propose two methods for the automatic labelling of the phrases for RNTNs:

- **Rule-based method**: The RNTN model was first proposed for sentiment analysis purposes. Hence, our first approach uses a rule-based method to determine the valence of a phrase. We use four types of dictionaries: A dictionary of sentiments carrying terms (from unigrams to phrases consisting of \( n \)-gram words) with a corresponding sentiment score in the range of \([-k, +k]\), a negation dictionary, a dictionary of intensifier terms with a weight range of \([1, +k]\), and a dictionary of diminishers with a weight range of \([-k, -1]\).

The analysis of a phrase is conducted from the end, backward to the
beginning (Algorithm 1): If any sentiment term is found (line 3), we update the sentiment of the phrase from neutral to the value of the sentiment term in the dictionary (line 4). Then we search backward for an intensifier or diminisher term, which may also consist of more than one word. We increase or decrease the absolute value of the sentiment based on the weight of the intensifier/diminisher term, and if required, we adjust the score to a pre-defined range (line 6–11). In the next step, we adjust the score for a negation term. If one is found and there is no intensifier/diminisher before the sentiment term, the sentiment is reversed (lines 13–14); otherwise, if the phrase includes both the negation term and an intensifier/diminisher, the sentiment is set to weak negative (line 15). As an example, consider both “not very good” and “not very bad” terms, where both sentiments are weak negative.

- CNN-based method: An alternative approach to labeling the phrases

1This algorithm was developed as a collaboration with the NLP team in the company PRIME Research International AG & Co. KG.
3.2 CONVOLUTIONAL NEURAL NETWORK ARCHITECTURE

is to use a pre-trained CNN model. We use the architecture proposed here (see below for the description) to train a model on the sentence level and use the resulting model to label the internal phrases for the RNTN. In this way, the RNTN can be applied to domains other than sentiment classification as well. The CNN model receives the complete sentences and their label as training data and will label the internal phrases in the test phase.

3.2 Convolutional neural network architecture

Deep convolutional neural networks have led to a series of breakthrough results in image classification. Although recent evidence shows that network depth is of crucial importance to obtain better results [73, 37], most of the models in the sentiment analysis and sentence modeling literature use a more shallow architecture, e.g., Kim uses a one-layer CNN [94]. Inspired by the success of CNNs in image classification, our goal is to expand the convolution and Max-Pooling layers in order to achieve better performance by deepening the models and adding higher non-linearity to the structure. However, deeper models are also more difficult to train [73]. To reduce the computational complexity, we choose small filter sizes. In our experiments, we use a simple CNN model that consists of six layers (Figure 3.2): The first layer applies $1 \times d$ filters to the word vectors, where $d$ is the word vector dimension. The essence of adding such a layer to the network is to derive more meaningful features from word vectors for every single word before feeding them to the rest of the network. This helps us achieve better performance since the original word vectors capture only sparse information about the words’ labels. In contrast to our proposed layer, a related approach [94] uses a so-called non-static approach, which modifies the word vectors through the training phase.

The second layer of our CNN model is again a convolution layer with the filters of size $2 \times d$. The output of this layer is fed into a Max-Pooling layer with pooling size and stride 2. The reason for applying such a Max-Pooling layer in the middle layers of the network is to reduce the dimensionality and to speed up the training phase. This layer does not have a notable effect on the accuracy of the resulting model. Next, on the fourth layer, convolving filters of size $2 \times d$ with a padding size of 1 are again applied to the output of the previous layer. Padding preserves the original input size. The next layer applies Max-Pooling to the whole input at once. Using bigger pooling sizes leads to better results [209]. Finally, the last layer is a fully connected SoftMax layer, which outputs the probability distribution over the labels.
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3.3 Experimental results

In this section, we first introduce the experimental settings, then we investigate the variants of RNTNs and compare their performance to the proposed CNN architecture on different tasks.

3.3.1 Experimental settings

In our experiments, we use the pre-trained Glove\footnote{http://nlp.stanford.edu/projects/glove/} word vector model. On the SemEval-2016 dataset, we use Twitter specific word vectors that were trained on 2 billion tweets. On other datasets, we use the model trained on the web data from Common Crawl, which contains a case-sensitive vocabulary of size 2.2 million. Experiments show that RNTNs work best when the word vector dimension is set between 25 and 35\footnote{[165]}. Hence, in all the experiments, the size of the word vector, the minibatch, and the epochs was set to 25, 20 and 100, respectively. We use $f = \tanh$ and a learning rate of 0.01 in all the RNTN models. In CNN models, the number of filters in the convolutional layers are set to 100, 200 and 300, respectively; and the maximum length of the sentences is 32. For shorter sentences, they are padded.
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Table 3.1: Summary statistics for the sentiment datasets. \( c, N_{tr}, N_{tu} \) and \( N_{ts} \) indicate the number of labels, number of training sentences, number of tuning sentences and the number of test sentences, respectively.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( c )</th>
<th>( N_{tr} / N_{tu} )</th>
<th>( N_{ts} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MR</td>
<td>2</td>
<td>10662/1</td>
<td>CV</td>
</tr>
<tr>
<td>SemEval-2016</td>
<td>3</td>
<td>12644/3001</td>
<td>20632</td>
</tr>
<tr>
<td>SST-5</td>
<td>5</td>
<td>8544/1101</td>
<td>2210</td>
</tr>
</tbody>
</table>

with zero vectors. In RNTN models which use constituency parsers, we use the Stanford parser [95]. For those models which use dependency parsers, we use the Tweebo parser [100] – a dependency parser specifically developed for Twitter data – for the SemEval-2016 dataset and on the rest of the datasets, we use the Stanford neural network dependency parser [31]. In rule-based methods, we use a dictionary of sentiments consisting of 6,360 entries with a maximum 2-grams words and a sentiment range of \([-3, +3]\], a negation dictionary consisting of 28 entries, a dictionary of intensifier terms consisting of 47 words with a weight range of \([1, 3]\), and a dictionary of diminishers consisting of 26 entries with a weight range of \([-3, -1]\).

3.3.2 Task 1: sentiment analysis

In this section, we present the results of automatic labeling of phrases, the effect of the selected parser type, and describe the overall evaluation results for the presented RNTN and CNN models. Next, we discuss the effect of automatic labeling on the performance of the RNTN. We compare the models on a set of commonly used sentiment analysis benchmark datasets (Table 3.1): The Movie Review (MR) dataset was extracted from Rotten Tomato reviews [137], where the reviews can be positive or negative. As the MR dataset does not have a separate test set, we use 10-fold cross-validation in the experiments. An extended version of the MR dataset relabeled by Socher et al. [165] in the Stanford Sentiment Treebank (SST-5) has five fine-grained labels: negative, somewhat negative, neutral, somewhat positive and positive. The SemEval-2016 dataset is a set of tweets labeled as either of the three negative, neutral and positive labels.

- **Comparison of automatic labeling methods:** We first use the manually labeled SST-5 dataset to test the effectiveness of our automatic labeling methods. We extract all the possible phrases of the whole dataset with respect to their parse trees and use our rule-based method to label them. In the next step, we train the CNN model

\[https://www.cs.cornell.edu/people/pabo/movie-review-data/\]
\[http://nlp.stanford.edu/sentiment/Data\]
\[http://alt.qcri.org/semeval2016/task4/\]
on the set of training instances and use the resulting model to label the phrases. The accuracy of the rule-based method and the CNN model labeling are 69% and 40%, respectively. As we see, the overall accuracy of the CNN-based model is significantly lower than that of the rule-based method. To have a better understanding of the classification performance on each type of label, we look into their confusion matrices. We subtract the corresponding elements of the CNN-based confusion matrix from that of the rule-based variant and normalize them by dividing by the total number of phrases for each label (i.e., \( \frac{\text{conf}_{i,j}^{\text{rule}} - \text{conf}_{i,j}^{\text{cnn}}}{\text{total}_i} \) where \( i \) and \( j \) are the actual and predicted labels, respectively). Figure 3.3 shows the resulting heatmap. Red color indicates cases where more phrases are predicted by the rule-based method than by the CNN-based method, while the blue color indicates the opposite case. We observe that CNN is a better model to correctly classify somewhat positive (1) and somewhat negative (−1) classes than the rule-based method. In turn, the rule-based method is superior in the classification of the neutral (0) and negative (−2) classes. To have a better interpretation of the numbers in the heatmap, it is beneficial to look at the distribution of labels in the whole population: 2.6%, 11.3%, 67.7%, 14.3% and 4.1% for −2 to +2 labels.

- **Constituency parser vs. dependency parser:** The output of a dependency parser is a Directed Acyclic Graph (DAG). However, RNTNs accept a binary-branching parse tree as input. Therefore, we have binarized the output of dependency parsers by using the method presented in Algorithm 2. We start from a word which does not point to any other word as its parent, and recursively binarize its children list by adding empty nodes when necessary.

When analyzing the effect of using a dependency parser instead of a constituency parser in RNTNs (Table 3.2), for some datasets (e.g.,
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**Algorithm 2:** Binarize dependency DAG method

```plaintext
Function (binarizeTree)
  Input: dependency graph with root node
  if root has no children then
    return root
  else if root has one child then
    BinarizeTree(root.child)
    return root with binarized sub-tree
  else if root has two children then
    make tempRoot node with root data
    tempRoot.leftChild := BinarizeTree(root.child(0))
    tempRoot.rightChild := BinarizeTree(root.child(1))
    return tempRoot
  else if root has more than two children then
    make tempRoot node with root data
    if tempRoot.data = empty then
      tempRoot := binarizeSubTree(root.children)
    else
      tempRoot.leftChild := binarizeSubTree(root.children)

Function (binarizeSubTree)
  Input: list of children nodes
  if children.size = 1 then
    return binarizeTree(children.remove(0))
  make tempRoot node
  tempRoot.leftChild := children.remove(0)
  tempRoot.rightChild := binarizeSubTree(children)
  return tempRoot
```

MR) a significant loss of performance is visible. This is particularly noticeable when the labeling method is CNN (e.g., 70% to 49% in MR). The reason for this could be the difference of the word order resulting from a dependency parser compared to the n-gram features extracted by the CNN.

- **RNTN vs. CNN:** Table 3.2 shows a detailed comparison of the RNTN automatic labeled variants to the CNN model and the rule-based method. We have reported the average accuracy and F-measure over all classes. With the same settings of parameters, we see a better performance of the CNN model on the MR and SemEval-2016 datasets. The most noteworthy performance (in terms of F-measure) improvement can be observed on the SemEval-2016 dataset, 0.51 to 0.56, for the best performing RNTN and CNN approaches. The possible reasons may be related to the enormously large number of parameters that have to be optimized in the tensor and the effects
Table 3.2: Performance comparison on all datasets. Accuracy and F-measure are averaged over all the classes. n/a indicates non-defined cases as one of the classes was misclassified completely resulting in an undefined value. If an experiment was not applicable, the cell is left with a dash.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>RNTN Constituency parser</th>
<th>CNN Constituency parser</th>
<th>CNN Dependency parser</th>
<th>CNN (Kim model)</th>
<th>Rule-based Dependency parser</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc.</td>
<td>F1</td>
<td>Acc.</td>
<td>F1</td>
<td>Acc.</td>
</tr>
<tr>
<td>MR</td>
<td>0.63</td>
<td>0.63</td>
<td>0.70</td>
<td>0.70</td>
<td>-</td>
</tr>
<tr>
<td>SemEval-2016</td>
<td>0.53</td>
<td>0.45</td>
<td>0.52</td>
<td>0.51</td>
<td>-</td>
</tr>
<tr>
<td>SST-5</td>
<td>0.30</td>
<td>0.28</td>
<td>0.34</td>
<td>0.21</td>
<td>0.41</td>
</tr>
<tr>
<td>TREC</td>
<td>-</td>
<td>-</td>
<td>0.72</td>
<td>n/a</td>
<td>-</td>
</tr>
<tr>
<td>Subj</td>
<td>-</td>
<td>-</td>
<td>0.76</td>
<td>0.76</td>
<td>-</td>
</tr>
</tbody>
</table>
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Figure 3.4: Heatmap of difference of the manually labeled RNTN and the CNN model confusion matrices on the SST-5 test set. The numbers in each cell indicate the percentage of normalized differences based on the total number of sentences for each label.

- Effect of automatic labeling on RNTN performance: Table 3.2 also presents the performance of the manually labeled RNTN on the SST-5 dataset. As we can see, automatic labeling results in significant degradation of performance on SST-5. Comparing the results with the CNN model shows that the manually labeled RNTN outperforms the CNN architecture in terms of overall accuracy and F-measure. To have a closer look into the confusion matrix of both methods, we generate a heatmap similar to Figure 3.3, this time subtracting the CNN confusion matrix elements from that of the RNTN method (i.e. \( \frac{\text{conf}_{i,j}^{\text{rntn}} - \text{conf}_{i,j}^{\text{cnn}}}{\text{total}} \)). Blue color indicates more prediction of sentences by the CNN model than by the RNTN, while the red color indicates the reverse case. Figure 3.4 indicates that the RNTN has a tendency to classify more instances into neutral (0) and positive (2) labels and it is better at correct prediction of somewhat negative (−1), neutral and positive labels, while the CNN is better at classifying negative (−2) and somewhat positive (1) labels. Here, the distribution of sentences over labels is closer to the uniform distribution: 12.6%, 28.6%, 17.6%, 23.1% and 18.1% for −2 to +2 labels. Unfortunately, currently, no other dataset is manually labeled at the phrase level. A future direction includes further evaluation of the impact of the phrase labeling accuracy on various datasets.

3.3.3 Task 2: sentence categorization

We test this task on two datasets: (1) the TREC question dataset[^6] where the goal is to classify a question into six coarse-grained question types (whether

[^6]: http://cogcomp.cs.illinois.edu/Data/QA/QC/
a question is about an entity, a person, a location, numeric information, abstract concepts or an abbreviation); (2) the Subj dataset where the goal is to classify a sentence as being objective or subjective. The TREC dataset has 5452 training instances and 500 test sentences. The Subj dataset contains 10,000 sentences in total, but it does not have a separate test set. Therefore we use 10-fold cross-validation. The results are reported in the bottom section of Table 3.2. In these experiments only CNN-based methods are applicable. We observe that the CNN model outperforms RNTN versions, and dependency parsing drastically reduces the performance of the RNTN.

### 3.3.4 Comparison of CNN architectures

In the next experiment, we compare our proposed deep CNN architecture to a one layer CNN to find out the cases where the deep structure is beneficial. The one layer CNN architecture [94] has several parallel filters of different sizes and a max-pooling layer. In our experiments, we have used 100 filters of size 3, 4, and 5. Classification results (see next to the last column of Table 3.2) indicate that the performance of the one layer architecture is comparable to the proposed deep architecture on the MR dataset and that it performs better on the rest of sentiment datasets. The performance of Kim’s architecture on the SST-5 dataset is comparable to the RNTN based on manual labeling. These results highlight the importance of keyphrase recognition in sentiment tasks, where applying larger filters is more beneficial than having several layers of small filters. However, on the other sentence categorization datasets, i.e., TREC and Subj, the proposed deep CNN outperforms the flat architecture.

### 3.4 Conclusion

In this chapter, we studied two well-known deep architectures, CNNs and RNTNs, in the context of sentence modeling. To avoid the labor-intensive task of manually labeling the internal phrases for recursive networks, we proposed two methods to automatically label them for training and tuning phases: a rule-based method, which is specifically used for sentiment prediction and a CNN based method for general purposes. Considering this part of the study, the evaluation results on the SST-5 dataset indicate that the CNN method tends to assign a positive or negative polarity to the phrases, while the rule-based method classifies many of them as neutral.

Based on the presented two methods for automatic labeling of internal nodes, we conducted a novel in-depth study of the RNTN model and compared the model to a relatively simple deep CNN architecture. Experimental results conducted on an extensive set of standard benchmark datasets
demonstrate that the proposed CNN model outperforms the RNTN variants with automatic phrase labeling, whereas the RNTN with manual labeling (if available) outperforms the CNN. However, in that case, a one layer CNN with several filters of different sizes is comparable to the manually labeled RNTN. These results demonstrate that the syntactic structure of a sentence will help in the classification performance when it is possible to label the internal nodes of a parse tree accurately, otherwise, CNN is more successful at representing the meaning of the sentence with respect to the task. The findings show that there is still room for improvement of RNTN variants in terms of determining tensor functions in a more informed manner.

Despite the progress of deep convolutional neural networks in several fields, its extension for solving multi-label classification problems is still a direction to explore, especially in the streaming scenario where the models need to be simple and anytime. Section 2.3.4 reviewed recent advances of CNNs in multi-label streams. One possible future work is to extend our proposed CNN architecture to the multi-label setting. However, for the rest of this thesis, we focus on proposing a faster algorithm, thus, we develop an analytical approach.
Chapter 4

Multi-label Stream Classification

Many modern applications deal with multi-label data such as functional categorizations of genes, image labeling, and text categorization. Classification of such data with a large number of labels and latent dependencies among them is a challenging task, and it becomes even more challenging when the data is received online and in chunks. Multi-label classification can be viewed as a generalization of multi-class classification where labels do not exclude each other and may have unknown dependencies among each other as well as with the features. One goal of multi-label classification is thus to take advantage of hidden label correlations to improve classification performance. Besides multiple interdependent class labels, we are facing a massive increase in the size of data becoming available. In many cases, this data is received as a stream, e.g., a stream of sensor data or an email text stream. Because of the evolving nature of data streams, we cannot record all the instances and cannot assume previous data can be scanned an arbitrary number of times. This makes multi-label classification on data streams even more challenging. Most of the current multi-label classification methods require a lot of time and memory, which make them infeasible for practical real-world applications. Hence, there is an increasing need for efficient multi-label methods in terms of time and space complexity.

As mentioned in Chapter 2, a common approach to multi-label classification is to transform the problem into one or more single-label problems. The important advantage of problem transformation methods is the possibility of using any available single-label base classifier. This makes these approaches more flexible and generally applicable. However, they may suffer from high computational complexity (as in the Label Powerset method [182]) or ignore the label dependencies (as in the Binary Relevance method [177]); both are important features in the classification of multi-label streams. One successful type of transformation methods was
introduced that compresses the original label space to a compressed representation. These methods accelerate the learning process by training fewer binary classifiers on compressed label sets, which makes them suitable for multi-label stream classification. However, all the existing methods need to access the whole training data at once.

Although multi-label classification has received much attention, classifying multi-label data streams is relatively new and not very well investigated. Only some well-known methods like Binary Relevance (BR) and Classifier Chains (CC) and a variation of them [141, 168] have been upgraded to the online scenario by using an updateable classifier as their base learner. A multi-label version of Hoeffding Trees, a popular decision tree classifier in single-label stream mining, was also presented [147]. However, none of the available label space reduction methods in the literature on multi-label classification has been adapted for the streaming scenario yet. Most of them are computationally expensive, which makes them infeasible for streaming data.

In this chapter, we propose a novel online linear label compression approach, called RACE (Random Compression), that transforms the labels into a reduced encoded space and trains classifiers on the obtained pseudo labels. Additionally, it provides an analytical method to update the decoding matrix, which maps the labels into the original space and is used during the test phase. For each new batch of data, we (1) compress the label space into a smaller random space, then (2) update the single-label online classifiers or regressors on this compressed label set (we call them pseudo labels), and in the end (3) update the existing decompressing function analytically with the recent data batch. Figure 4.1 represents the general framework of RACE. The main feature of this approach is to process each data batch once and analytically; hence it is not iterative in finding encoding/decoding functions, which leads to a faster method compared to other offline label space compression methods in the literature. To make our method efficient, we select the encoding matrix randomly. Choosing random features or projections has been an active topic in machine learning. Random features have been reasonably successful in scaling kernel methods when dealing with large data sets [142, 107, 38]. Training neural networks with random weights has also been elaborated in the literature [158, 197]. Studies show

Figure 4.1: General framework of the RACE approach.
4.1 Online label compression method

The key idea of our method is to compress labels into a smaller random space. As mentioned earlier in this chapter, it has been shown that using random features or weights has been a successful component of many existing methods. Using a fixed random encoder will help in accelerating the method and make it scalable for streaming data. However, it may be too restrictive for multi-label stream classification. Therefore, we propose two variants of the compression function: one fixed and one adaptive encoder. After receiving the first batch of data, we first map the label space to the reduced space. As the encoding is a real-valued mapping, the reduced labels will be real-valued. One may then use an updateable regressor or binarize the labels and train one updateable classifier for each pseudo label. The decoding function is calculated as a least squares solution and can be updated incrementally. The next batch of data is first used as test data: We obtain the prediction by the classifiers/regressors and use the decoding function to obtain predicted labels in the original space. After receiving the actual labels of the batch, the batch is used as training data to update the models and the decoding function accordingly. The remainder of this section will explain the algorithm in detail.

Recall from Section 2.1 that the target of multi-label classification is to minimize the risk function as in equation (2.1). In this chapter, we propose a multi-label stream classifier \( C : \mathcal{X} \rightarrow \{0, 1\}^l \) that minimizes a label-wise decomposable loss function. To do so, we decompress the reduced label set by a decoding matrix \( \beta \), which minimizes the least squares error in each batch:

\[
\arg\min_{\beta_t} \sum_{i=1}^{n} e_t^2(i), \tag{4.1}
\]

where \( e_t(i) \) is the error of predicted labels for the \( i^{th} \) instance of batch \( t \) based on the decoding matrix \( \beta_t \). Linear models obtained by least squares,
equation (4.1), are the same as those obtained by optimizing the Hamming loss, equation (4.2), and can be interchangeably used [42]:

\[ f(l, C(x)) = \frac{1}{l} \sum_{k=1}^{l} \left[ l_k \neq C_k(x) \right]. \]  

4.1.1 Label compression with least squares solution

Compressing the label space to a fixed random space was inspired by the idea of Extreme Learning Machines (ELMs) [81, 112]. Let \( q = t.n \) be the total number of instances up to time \( t \) and \( L(q) \) denote the original label set, which is encoded into a smaller random space by \( H_q = L(q)A \), where \( A \) is an \( l \times k \) fixed encoder and \( H_q \) is the \( q \times k \) resulting pseudo label matrix and \( k \) is the reduced label space size. To decode the reduced label predictions to the original label space, we have:

\[ H_q \beta_q = Y(q), \]  

where \( \beta_q \) is a \( k \times l \) decoding matrix after observing \( q \) instances. In order to find \( \beta_q \) in equation (4.3), we use the least squares approach to make it faster than iterative optimization methods (such as stochastic gradient descent). Let \( E(q) = [e(1)e(2) \ldots e(q)]^T = L(q) - Y(q) \) be the error of predicted labels for all instances up to time \( t \) according to the parameters at time \( t \). By rewriting equation (4.1), we obtain:

\[ \xi = E^T(q)E(q) \]
\[ = (L^T(q) - Y^T(q))(L(q) - Y(q)) \]
\[ = (L^T(q) - \beta_q^T H_q^T)(L(q) - H_q \beta_q) \]
\[ = L^T(q)L(q) - 2(H_q^T L(q))^T \beta_q + \beta_q^T H_q^T H_q \beta_q. \]

Setting the gradient of \( \xi \) with respect to \( \beta_q \) equal to zero, we obtain:

\[ (H_q^T H_q) \hat{\beta}_q = H_q^T L(q), \]
\[ \hat{\beta}_q = (H_q^T H_q)^{-1} H_q^T L(q). \]  

Consequently, the resulting decoder matrix (\( \hat{\beta}_q \)) is the least squares solution of equation (4.3). Experimental results show that this approach has better generalization performance at higher learning speed on both classification and regression problems [81, 48].

4.1.2 Random compression of multi-label streams

The least squares solution provided by equation (4.4) is of little interest in mining a stream of data, as it requires all the past samples at each iteration.
We need to transform the solution in equation (4.4) into an incremental form. Hence, for the first batch of data, we calculate the decoding matrix as:

$$\beta_0 = (H_0^T H_0)^{-1} H_0^T L(0).$$

(4.5)

Suppose we are at step $t + 1$ and receive a new batch of data. The new decoding matrix will be obtained by:

$$\hat{\beta}_{t+1} = \left( \begin{bmatrix} H_t^T H_t & H_t^T H_{t+1} \\ H_{t+1}^T H_t & H_{t+1}^T H_{t+1} \end{bmatrix} \right)^{-1} \left( \begin{bmatrix} H_t^T L(t) \\ H_{t+1}^T L(t+1) \end{bmatrix} \right)$$

(4.6)

To simplify equation (4.6), we estimate $L(t)$ with $H_t \hat{\beta}_t$, where $\hat{\beta}_t$ is the decoding matrix at time $t$. The second part of the right-hand side of equation (4.6) becomes:

$$(H_t^T L(t) + H_{t+1}^T L(t+1)) = H_t^T H_t \hat{\beta}_t + H_{t+1}^T L(t+1)$$

$$= (H_t^T H_t + H_{t+1}^T H_{t+1} - H_{t+1}^T H_{t+1}) \hat{\beta}_t + H_{t+1}^T L(t+1)$$

$$= (H_t^T H_t + H_{t+1}^T H_{t+1}) \hat{\beta}_t - H_{t+1}^T H_{t+1} \hat{\beta}_t + H_{t+1}^T L(t+1).$$

(4.7)

Substituting equation (4.7) in (4.6), $\hat{\beta}_{t+1}$ can be written as:

$$\hat{\beta}_{t+1} = \left( H_t^T H_t + H_{t+1}^T H_{t+1} \right)^{-1} \left( H_t^T L(t) + H_{t+1}^T L(t+1) \right)$$

$$= (H_t^T H_t + H_{t+1}^T H_{t+1})^{-1} \left( H_t^T H_t + H_{t+1}^T H_{t+1} \hat{\beta}_t - H_{t+1}^T H_{t+1} \hat{\beta}_t + H_{t+1}^T L(t+1) \right)$$

$$= \hat{\beta}_t + (H_t^T H_t + H_{t+1}^T H_{t+1})^{-1} H_{t+1}^T L(t+1) - H_{t+1} \hat{\beta}_t.$$

(4.8)

In order to avoid multiple calculations of matrix inversions in equation (4.8), we use the Sherman-Morrison-Woodbury formula, where rather than keeping $M_t = H_t^T H_t$, we keep $K_t = M_t^{-1}$. We can rewrite $\hat{\beta}_{t+1}$ as the following:

$$M_{t+1}^{-1} = (M_t + H_{t+1}^T H_{t+1})^{-1}$$

$$= M_t^{-1} - M_t^{-1} H_{t+1}^T (I + H_{t+1} M_t^{-1} H_{t+1}^T)^{-1} H_{t+1} M_t^{-1}$$

$$K_{t+1} = K_t - K_t H_{t+1}^T (I + H_{t+1} K_t H_{t+1}^T)^{-1} H_{t+1} K_t$$

$$\hat{\beta}_{t+1} = \hat{\beta}_t + K_{t+1} H_{t+1}^T (L(t+1) - H_{t+1} \hat{\beta}_t).$$

(4.9)

The recursive method for updating the least squares solution of $\hat{\beta}_{t+1}$ is similar to the Recursive Least Squares (RLS) algorithm [48]. Algorithm [3] indicates the main steps of our proposed online label compression (RACE)
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method. The first step is to generate the encoding matrix (line 1). We generate \( k \) uniformly distributed random hyperplanes in the space of labels, where \( k \) is the dimension of the reduced label space. In order to have more informative pseudo labels, we use the Gram-Schmidt algorithm [175] to rotate the \( k \) hyperplanes orthogonally. The Gram-Schmidt algorithm (line 2–6) subtracts from vector \( a_i \) its components along previously determined orthonormal directions \( a_1, ..., a_{i-1} \) to obtain the new orthogonal direction \( v = a_i - \sum_{j=1}^{i-1} (a_j \times a_i)a_j \). Then, scale \( v \) to obtain a unit norm vector: \( a_i = v/||v|| \). These orthonormal hyperplanes are kept as the encoding matrix or as an initialization of the adaptive variant.

For the first batch of instances, the RACE algorithm finds the pseudo labels by multiplying the label matrix with the encoding matrix (line 7), and if the binary relevance models are chosen to be classifiers, the resulting real-valued pseudo labels are converted to binary values (line 8–9). It then trains a binary relevance model, either a regressor or a classifier, on the encoded data (line 10). Finally, the decoding matrix \( \beta \) is initialized based on equation (4.5), and lines 12–21 repeat this procedure for the following batches of data. Before updating the models and the decoding matrix, we use the current model and \( \beta \) to predict the labels of the newly arrived batch: The model predicts the labels in the reduced space (line 13), and the decoding matrix of the previous step (\( \beta_t \)) transfers pseudo labels to the original space (line 14). To update the model with the new batch, we first update the encoding matrix to the transpose of the decoding matrix from the previous step for the adaptive encoding variants (line 15–16). The pseudo labels of the new batch are extracted from its true labels (line 17–19) and used to update the learning model (line 20). In the end, \( \beta \) is incrementally updated by equation (4.9).

4.2 Experimental results

Experiments\(^1\) were performed in a prequential manner, where each data batch is first treated as test data and then as training data. All methods were developed within the Mulan framework [181], the experiments were repeated ten times to reduce the effect of random parameters (e.g., \( A \) in RACE or the number of chains in OECC), and the average values are reported.

4.2.1 Experimental setting

**Benchmark datasets.** We evaluate our proposed method on several multi-label dataset benchmarks (Table 4.1). We have chosen these datasets in order to cover different types of multi-label datasets: datasets with high la-

\(^1\)The RACE source code is available at [https://github.com/kramerlab/RACE](https://github.com/kramerlab/RACE)
ALGORITHM 3: RACE algorithm

Input: \( B(t) = (X(t), L(t)) \) is the \( t \)th batch of data,
l and \( k \) are the size of original and reduced label space respectively

Output: encoder matrix \( A_{l \times k} \), decoder matrix \( \beta_{k \times l} \), and trained model

1. Generate a random matrix \( A_0 = (a_1, a_2, ..., a_k) \) of size \( l \times k \), where \( a_i \) is a vector of length \( l \)
2. Gram-Schmidt orthogonalization
3. for \( i = 1 \) to \( k \) do
   a. \( v = a_i \)
   b. for \( j = 1 \) to \( i - 1 \) do
      c. \( v = v - (a_j \cdot v) \cdot a_j \)
   d. \( a_i = v / ||v|| \)
4. Initialize label decoders:
   a. \( K_0 = (H_0^T H_0)^{-1} \), \( \beta_0 = K_0 H_0^T L(0) \)
5. while more batches of data do
   a. get \( Y(t + 1) = P_{t+1} \beta_t \)
   b. if \( Encoding = adaptive \) then
      c. \( A_{t+1} = \beta_t^T \)
   c. Get pseudo labels by \( H_{t+1} = L(t + 1) A_{t+1} \)
   d. if Method = classification then
      e. \( H_{t+1}^{i,j} = \begin{cases} 1 & \text{if } H_{t+1}^{i,j} \geq 0 \\ 0 & \text{otherwise} \end{cases} \)
   e. Update Binary Relevance model with batch \( (B(t + 1), H_{t+1}) \)
   f. Update \( K_{t+1} \) and \( \beta_{t+1} \) using equation (4.9)
6. \( t := t + 1 \)

4.2. EXPERIMENTAL RESULTS

Table density (e.g., CAL500), datasets with a lot of labels (e.g., delicious),
datasets with a large feature space (e.g., rcv1v2), and datasets with a large
sample size (e.g., mediamill and NUS-WIDE). We report the measurements
of Example-based accuracy, the Example-based F-measure, Hamming loss,
the Micro-averaged and Macro-averaged F-measure, and the running time
for all methods.
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Table 4.1: Multi-label benchmark datasets used in experiments. \(|D|, |X|, |L|, LC, LD and UL indicate number of instances, number of features, number of labels, label cardinality, label density, and unique label sets respectively.

| Name          | \( |D| \) | \( |X| \) | \( |L| \) | \( LC \) | \( LD \) | \( UL \) |
|---------------|--------|--------|--------|--------|--------|--------|
| CAL500        | 502    | 68     | 174    | 26.044 | 0.150  | 502    |
| delicious     | 16105  | 500    | 983    | 19.020 | 0.019  | 15806  |
| enron         | 1702   | 1001   | 53     | 3.378  | 0.064  | 753    |
| mediamill     | 43907  | 120    | 101    | 4.376  | 0.043  | 6555   |
| NUS-WIDE      | 269648 | 500    | 81     | 1.869  | 0.023  | 18430  |
| rcv1v2(subset1)| 6000   | 47236  | 101    | 2.880  | 0.029  | 1028   |

Baseline and comparison methods. We evaluate four variants of RACE, where the encoding may be fixed or adaptive, and the learning method may be regression or classification. We have developed an online version of Binary Relevance (OBR) and Ensemble of Classifier Chains (OECC), two well-known multi-label methods, to compare with RACE. ECCs are an extension of CCs that reduce the chance of poorly ordered chains and create more scalable classifiers for batch learning [149]. Our experimental results in the online setting are in line with previous findings in the batch setting so that only OECC results are reported in our experiments. As many multi-label datasets have a very sparse label space, we implemented an always negative classifier (Negative) to see how well the classifier learns the available labels. Besides, we implemented the majority prediction (Majority) baseline method that takes the cardinality of the current data batch as a threshold for the classification of the following batch. Hence, if the cardinality of the current batch is \( c \), the top \( \lfloor c \rfloor \) labels are predicted as positive, and the rest is predicted as negative.

Parameter Settings. Naïve Bayes Updateable is used as a simple generative updateable base classifier for OBR, OECC, and RACE (classification variants). For PLST and regression variants of RACE, we used stochastic gradient descent with the squared loss function and a learning rate of \( 10^{-4} \). The size of the ensemble in OECC is set to 5, and the size of the reduced label space in RACE to \( k = \lceil \log_2 l \rceil \), where \( l \) is the size of the original label space. The window size is set to 50 instances for CAL500, 100 for enron, and 500 for the rest.

4.2.2 Comparison of RACE variants

We first compare the four variants of RACE, where the encoding matrix can be fixed or adaptive, and the learning method is either regression or classification. The results are reported in Table 4.2. The worst performance belongs to the classification variant with fixed encoding. This can be due to the very confined structure of the model. On the other hand, the regression variant
Table 4.2: Comparison of RACE variants with respect to different measures per dataset. Each cell indicates the mean and standard deviation of all runs including (rank).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Encoding</th>
<th>Ex.-based Accuracy</th>
<th>Ex.-based F-measure</th>
<th>Hamming loss</th>
<th>Macro-avg. F-measure</th>
<th>Micro-avg. F-measure</th>
<th>Average rank</th>
<th>Running time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Classification</td>
<td>Fixed</td>
<td>0.22 ± 0.01 (1)</td>
<td>0.35 ± 0.02 (1)</td>
<td>0.15 ± 0.01 (2)</td>
<td>0.21 ± 0.01 (1)</td>
<td>0.35 ± 0.02 (1)</td>
<td>1.2</td>
<td>2.69</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adaptive</td>
<td>0.21 ± 0.02 (2)</td>
<td>0.35 ± 0.02 (2)</td>
<td>0.24 ± 0.04 (4)</td>
<td>0.19 ± 0.02 (2)</td>
<td>0.33 ± 0.03 (2)</td>
<td>2.4</td>
<td>2.57</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>Fixed</td>
<td>0.20 ± 0.01 (3)</td>
<td>0.33 ± 0.01 (2)</td>
<td>0.15 ± 0.00 (2)</td>
<td>0.17 ± 0.01 (3)</td>
<td>0.32 ± 0.01 (3)</td>
<td>2.6</td>
<td>4.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adaptive</td>
<td>0.19 ± 0.01 (4)</td>
<td>0.31 ± 0.01 (4)</td>
<td>0.14 ± 0.00 (1)</td>
<td>0.36 ± 0.01 (4)</td>
<td>0.31 ± 0.01 (4)</td>
<td>3.4</td>
<td>4.20</td>
</tr>
<tr>
<td></td>
<td>Classification</td>
<td>Fixed</td>
<td>0.10 ± 0.04 (1)</td>
<td>0.17 ± 0.06 (1)</td>
<td>0.03 ± 0.00 (3)</td>
<td>0.07 ± 0.02 (3)</td>
<td>0.17 ± 0.06 (1)</td>
<td>1.8</td>
<td>278.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adaptive</td>
<td>0.10 ± 0.01 (1)</td>
<td>0.16 ± 0.02 (2)</td>
<td>0.05 ± 0.00 (4)</td>
<td>0.05 ± 0.01 (4)</td>
<td>0.11 ± 0.02 (2)</td>
<td>2.6</td>
<td>278.17</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>Fixed</td>
<td>0.01 ± 0.00 (6)</td>
<td>0.02 ± 0.01 (4)</td>
<td>0.02 ± 0.00 (1)</td>
<td>0.06 ± 0.00 (1)</td>
<td>0.02 ± 0.01 (5)</td>
<td>2.4</td>
<td>234.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adaptive</td>
<td>0.01 ± 0.00 (3)</td>
<td>0.03 ± 0.01 (3)</td>
<td>0.02 ± 0.00 (1)</td>
<td>0.06 ± 0.00 (1)</td>
<td>0.02 ± 0.00 (3)</td>
<td>2.2</td>
<td>2815.23</td>
</tr>
<tr>
<td></td>
<td>Classification</td>
<td>Fixed</td>
<td>0.14 ± 0.07 (4)</td>
<td>0.24 ± 0.09 (4)</td>
<td>0.35 ± 0.05 (4)</td>
<td>0.19 ± 0.08 (4)</td>
<td>0.18 ± 0.09 (4)</td>
<td>4</td>
<td>21.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adaptive</td>
<td>0.26 ± 0.03 (1)</td>
<td>0.35 ± 0.03 (2)</td>
<td>0.09 ± 0.00 (3)</td>
<td>0.21 ± 0.03 (3)</td>
<td>0.35 ± 0.04 (2)</td>
<td>2.2</td>
<td>20.59</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>Fixed</td>
<td>0.23 ± 0.02 (1)</td>
<td>0.36 ± 0.03 (1)</td>
<td>0.06 ± 0.00 (1)</td>
<td>0.34 ± 0.01 (1)</td>
<td>0.38 ± 0.00 (1)</td>
<td>1</td>
<td>96.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adaptive</td>
<td>0.25 ± 0.04 (3)</td>
<td>0.32 ± 0.06 (3)</td>
<td>0.06 ± 0.00 (1)</td>
<td>0.32 ± 0.01 (2)</td>
<td>0.34 ± 0.06 (3)</td>
<td>2.4</td>
<td>86.65</td>
</tr>
<tr>
<td></td>
<td>Classification</td>
<td>Fixed</td>
<td>0.22 ± 0.03 (4)</td>
<td>0.33 ± 0.03 (4)</td>
<td>0.11 ± 0.02 (3)</td>
<td>0.34 ± 0.05 (3)</td>
<td>0.30 ± 0.04 (3)</td>
<td>3.4</td>
<td>401.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adaptive</td>
<td>0.25 ± 0.03 (3)</td>
<td>0.34 ± 0.02 (3)</td>
<td>0.16 ± 0.00 (4)</td>
<td>0.32 ± 0.00 (4)</td>
<td>0.22 ± 0.02 (4)</td>
<td>3.6</td>
<td>298.44</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>Fixed</td>
<td>0.34 ± 0.01 (1)</td>
<td>0.45 ± 0.01 (1)</td>
<td>0.03 ± 0.00 (1)</td>
<td>0.45 ± 0.00 (1)</td>
<td>0.45 ± 0.01 (1)</td>
<td>1</td>
<td>304.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adaptive</td>
<td>0.34 ± 0.00 (1)</td>
<td>0.45 ± 0.00 (1)</td>
<td>0.04 ± 0.00 (2)</td>
<td>0.44 ± 0.00 (2)</td>
<td>0.45 ± 0.00 (1)</td>
<td>1.4</td>
<td>531.56</td>
</tr>
<tr>
<td></td>
<td>Classification</td>
<td>Fixed</td>
<td>0.17 ± 0.02 (4)</td>
<td>0.21 ± 0.02 (4)</td>
<td>0.05 ± 0.02 (4)</td>
<td>0.15 ± 0.08 (4)</td>
<td>0.17 ± 0.02 (2)</td>
<td>3.6</td>
<td>2157.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adaptive</td>
<td>0.23 ± 0.01 (1)</td>
<td>0.26 ± 0.01 (1)</td>
<td>0.03 ± 0.00 (3)</td>
<td>0.40 ± 0.02 (3)</td>
<td>0.23 ± 0.04 (1)</td>
<td>1.8</td>
<td>2629.84</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>Fixed</td>
<td>0.23 ± 0.00 (3)</td>
<td>0.25 ± 0.00 (3)</td>
<td>0.02 ± 0.00 (1)</td>
<td>0.42 ± 0.00 (1)</td>
<td>0.02 ± 0.01 (4)</td>
<td>2</td>
<td>2699.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adaptive</td>
<td>0.23 ± 0.00 (1)</td>
<td>0.24 ± 0.00 (2)</td>
<td>0.02 ± 0.00 (1)</td>
<td>0.42 ± 0.00 (1)</td>
<td>0.04 ± 0.01 (3)</td>
<td>1.6</td>
<td>2415.93</td>
</tr>
<tr>
<td></td>
<td>Classification</td>
<td>Fixed</td>
<td>0.10 ± 0.03 (1)</td>
<td>0.16 ± 0.03 (1)</td>
<td>0.10 ± 0.04 (4)</td>
<td>0.04 ± 0.02 (3)</td>
<td>0.15 ± 0.04 (1)</td>
<td>3.0</td>
<td>22310.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adaptive</td>
<td>0.08 ± 0.02 (2)</td>
<td>0.12 ± 0.02 (2)</td>
<td>0.18 ± 0.03 (4)</td>
<td>0.04 ± 0.02 (3)</td>
<td>0.07 ± 0.02 (2)</td>
<td>2.6</td>
<td>22723.76</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>Fixed</td>
<td>0.03 ± 0.00 (4)</td>
<td>0.02 ± 0.01 (4)</td>
<td>0.03 ± 0.00 (1)</td>
<td>0.19 ± 0.00 (1)</td>
<td>0.03 ± 0.01 (4)</td>
<td>2.8</td>
<td>59603.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adaptive</td>
<td>0.04 ± 0.01 (3)</td>
<td>0.06 ± 0.02 (3)</td>
<td>0.03 ± 0.00 (1)</td>
<td>0.19 ± 0.00 (1)</td>
<td>0.06 ± 0.03 (3)</td>
<td>2.2</td>
<td>57900.81</td>
</tr>
<tr>
<td></td>
<td>Average rank</td>
<td>Fixed</td>
<td>1.67</td>
<td>2</td>
<td>3.67</td>
<td>3</td>
<td>3.17</td>
<td>2.17</td>
<td>2.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adaptive</td>
<td>2.67</td>
<td>2.67</td>
<td>1.17</td>
<td>1.85</td>
<td>2.85</td>
<td>2.23</td>
<td></td>
</tr>
</tbody>
</table>
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4.2.3 Comparison to online baseline methods

In Table 4.3, we compare two variants of RACE, the classification method with adaptive encoding (cls-adap) and the regression method with fixed encoding (reg-fixed), to other online baseline methods and report the average values for different measures over all batches and runs. We left out the standard deviation of different runs in this table as the corresponding values for OECC were negligible, and the ones for the RACE variants were reported in Table 4.2. Again, the average ranks over all datasets indicate that RACE (cls-adap) achieves the best Example-based accuracy and Example-based F-measure and nearly the best Micro-averaged F-measure; and hence, with the average rank of 2.73 over all measures, it stands on the second place, after RACE (reg-fixed). RACE (reg-fixed) achieves the best results in terms of Hamming loss and Macro-averaged F-measure. It gives the best performance across all evaluated measures on enron and mediamill. However, its poor behavior in terms of Example-based measures and the Micro-averaged F-measure on delicious and rcv1v2 is quite similar to the Negative baseline.

The last column of Table 4.3 presents the running time of all algorithms.

Figure 4.2: Runtime comparison of different algorithms to RACE (cls-adap), results shown as log ratio.

with adaptive encoding does not perform well, possibly due to the overfitting of so many real-valued parameters. The average ranks over all datasets indicate that the classification variant with adaptive encoding exhibits the best performance in terms of Example-based accuracy and Example-based F-measure and nearly the best in terms of Micro-averaged F-measure. Conversely, the regression variant with fixed encoding achieves the best results in terms of Hamming loss and Macro-averaged F-measure. However, its Example-based measures and Micro-averaged F-measure on some datasets (i.e., delicious and rcv1v2) are poor. Concerning running time, the classification variants are faster than their regression counterparts as their base learners are Naive Bayes Updateable, which is faster than the stochastic gradient descent regression model.
Table 4.3: Comparison of RACE to OBR, OECC, and the Negative and Majority baseline methods across different measures per dataset (rank).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Ex-boosted accuracy</th>
<th>Ex-boosted Fscore</th>
<th>Hamming loss</th>
<th>Microavg Fscore</th>
<th>Macroavg Fscore</th>
<th>Average rank</th>
<th>Running time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RACE (cls-adap)</td>
<td>0.21 (3)</td>
<td>0.33 (2)</td>
<td>0.24 (3)</td>
<td>0.19 (3)</td>
<td>0.33 (3)</td>
<td>3</td>
<td>2.99</td>
</tr>
<tr>
<td></td>
<td>RACE (reg-fixed)</td>
<td>0.20 (4)</td>
<td>0.33 (2)</td>
<td>0.15 (1)</td>
<td>0.17 (4)</td>
<td>0.32 (4)</td>
<td>3</td>
<td>4.29</td>
</tr>
<tr>
<td></td>
<td>Majority</td>
<td>0.03 (5)</td>
<td>0.06 (5)</td>
<td>0.28 (5)</td>
<td>0.11 (6)</td>
<td>0.06 (5)</td>
<td>5.2</td>
<td>9.79</td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td>0.00 (6)</td>
<td>0.00 (6)</td>
<td>0.13 (1)</td>
<td>0.12 (5)</td>
<td>0.00 (6)</td>
<td>4.8</td>
<td>9.64</td>
</tr>
<tr>
<td></td>
<td>OBR</td>
<td>0.22 (1)</td>
<td>0.35 (1)</td>
<td>0.27 (4)</td>
<td>0.25 (1)</td>
<td>0.35 (1)</td>
<td>1.6</td>
<td>17.14</td>
</tr>
<tr>
<td></td>
<td>OECC</td>
<td>0.21 (2)</td>
<td>0.33 (2)</td>
<td>0.31 (6)</td>
<td>0.24 (2)</td>
<td>0.34 (2)</td>
<td>2.8</td>
<td>46.84</td>
</tr>
<tr>
<td>CAL500</td>
<td>RACE (cls-adap)</td>
<td>0.10 (1)</td>
<td>0.16 (2)</td>
<td>0.05 (4)</td>
<td>0.05 (5)</td>
<td>0.11 (2)</td>
<td>2.8</td>
<td>275.17</td>
</tr>
<tr>
<td></td>
<td>RACE (reg-fixed)</td>
<td>0.01 (4)</td>
<td>0.02 (4)</td>
<td>0.02 (1)</td>
<td>0.08 (1)</td>
<td>0.02 (4)</td>
<td>2.8</td>
<td>2343.54</td>
</tr>
<tr>
<td></td>
<td>Majority</td>
<td>0.01 (4)</td>
<td>0.01 (5)</td>
<td>0.04 (3)</td>
<td>0.08 (1)</td>
<td>0.01 (5)</td>
<td>3.6</td>
<td>11750.25</td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td>0.00 (6)</td>
<td>0.00 (6)</td>
<td>0.02 (1)</td>
<td>0.08 (1)</td>
<td>0.00 (6)</td>
<td>4</td>
<td>11324.38</td>
</tr>
<tr>
<td></td>
<td>OBR</td>
<td>0.10 (1)</td>
<td>0.17 (1)</td>
<td>0.16 (5)</td>
<td>0.07 (4)</td>
<td>0.13 (1)</td>
<td>2.4</td>
<td>22117.97</td>
</tr>
<tr>
<td></td>
<td>OECC</td>
<td>0.04 (3)</td>
<td>0.07 (3)</td>
<td>0.61 (6)</td>
<td>0.04 (6)</td>
<td>0.04 (3)</td>
<td>4.2</td>
<td>46525.20</td>
</tr>
<tr>
<td>delicious</td>
<td>RACE (cls-adap)</td>
<td>0.26 (1)</td>
<td>0.38 (4)</td>
<td>0.21 (4)</td>
<td>0.35 (4)</td>
<td>0.21 (4)</td>
<td>2.8</td>
<td>20.39</td>
</tr>
<tr>
<td></td>
<td>RACE (reg-fixed)</td>
<td>0.26 (1)</td>
<td>0.36 (1)</td>
<td>0.06 (1)</td>
<td>0.33 (1)</td>
<td>0.38 (1)</td>
<td>1</td>
<td>96.58</td>
</tr>
<tr>
<td></td>
<td>Majority</td>
<td>0.07 (5)</td>
<td>0.11 (5)</td>
<td>0.14 (4)</td>
<td>0.27 (3)</td>
<td>0.12 (5)</td>
<td>4.4</td>
<td>56.52</td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td>0.00 (6)</td>
<td>0.00 (6)</td>
<td>0.07 (2)</td>
<td>0.29 (2)</td>
<td>0.00 (6)</td>
<td>4.4</td>
<td>57.51</td>
</tr>
<tr>
<td></td>
<td>OBR</td>
<td>0.23 (3)</td>
<td>0.33 (4)</td>
<td>0.18 (5)</td>
<td>0.14 (5)</td>
<td>0.29 (3)</td>
<td>4</td>
<td>108.12</td>
</tr>
<tr>
<td></td>
<td>OECC</td>
<td>0.23 (3)</td>
<td>0.34 (3)</td>
<td>0.18 (5)</td>
<td>0.13 (6)</td>
<td>0.29 (3)</td>
<td>4</td>
<td>275.51</td>
</tr>
<tr>
<td>enron</td>
<td>RACE (cls-adap)</td>
<td>0.25 (2)</td>
<td>0.34 (2)</td>
<td>0.16 (4)</td>
<td>0.32 (4)</td>
<td>0.22 (4)</td>
<td>2.8</td>
<td>208.44</td>
</tr>
<tr>
<td></td>
<td>RACE (reg-fixed)</td>
<td>0.34 (1)</td>
<td>0.45 (1)</td>
<td>0.03 (1)</td>
<td>0.45 (1)</td>
<td>0.45 (1)</td>
<td>1</td>
<td>504.65</td>
</tr>
<tr>
<td></td>
<td>Majority</td>
<td>0.07 (5)</td>
<td>0.13 (5)</td>
<td>0.07 (3)</td>
<td>0.42 (3)</td>
<td>0.13 (5)</td>
<td>4.2</td>
<td>450.23</td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td>0.04 (6)</td>
<td>0.04 (6)</td>
<td>0.04 (2)</td>
<td>0.43 (2)</td>
<td>0.00 (6)</td>
<td>4.4</td>
<td>444.24</td>
</tr>
<tr>
<td></td>
<td>OBR</td>
<td>0.10 (3)</td>
<td>0.17 (3)</td>
<td>0.30 (5)</td>
<td>0.15 (5)</td>
<td>0.17 (3)</td>
<td>3.8</td>
<td>1258.54</td>
</tr>
<tr>
<td></td>
<td>OECC</td>
<td>0.08 (4)</td>
<td>0.15 (4)</td>
<td>0.35 (6)</td>
<td>0.15 (5)</td>
<td>0.15 (4)</td>
<td>4.6</td>
<td>3295.56</td>
</tr>
<tr>
<td>mediumill</td>
<td>RACE (cls-adap)</td>
<td>0.23 (1)</td>
<td>0.26 (1)</td>
<td>0.05 (1)</td>
<td>0.40 (4)</td>
<td>0.23 (1)</td>
<td>2</td>
<td>2629.84</td>
</tr>
<tr>
<td></td>
<td>RACE (reg-fixed)</td>
<td>0.23 (1)</td>
<td>0.23 (2)</td>
<td>0.02 (1)</td>
<td>0.42 (1)</td>
<td>0.02 (4)</td>
<td>1.8</td>
<td>2699.95</td>
</tr>
<tr>
<td></td>
<td>Majority</td>
<td>0.02 (6)</td>
<td>0.02 (6)</td>
<td>0.04 (4)</td>
<td>0.41 (3)</td>
<td>0.01 (5)</td>
<td>4.8</td>
<td>5338.37</td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td>0.22 (3)</td>
<td>0.22 (3)</td>
<td>0.02 (1)</td>
<td>0.42 (1)</td>
<td>0.00 (6)</td>
<td>2.8</td>
<td>6506.92</td>
</tr>
<tr>
<td></td>
<td>OBR</td>
<td>0.06 (4)</td>
<td>0.10 (5)</td>
<td>0.26 (6)</td>
<td>0.08 (5)</td>
<td>0.11 (2)</td>
<td>4.4</td>
<td>11451.38</td>
</tr>
<tr>
<td></td>
<td>OECC</td>
<td>0.06 (4)</td>
<td>0.11 (4)</td>
<td>0.24 (5)</td>
<td>0.08 (5)</td>
<td>0.11 (2)</td>
<td>4</td>
<td>34511.24</td>
</tr>
<tr>
<td>NUS-WIDE</td>
<td>RACE (cls-adap)</td>
<td>0.08 (3)</td>
<td>0.12 (3)</td>
<td>0.18 (4)</td>
<td>0.04 (6)</td>
<td>0.07 (3)</td>
<td>3.8</td>
<td>22723.76</td>
</tr>
<tr>
<td></td>
<td>RACE (reg-fixed)</td>
<td>0.01 (4)</td>
<td>0.02 (4)</td>
<td>0.03 (1)</td>
<td>0.19 (1)</td>
<td>0.03 (4)</td>
<td>2.8</td>
<td>59605.26</td>
</tr>
<tr>
<td></td>
<td>Majority</td>
<td>0.00 (5)</td>
<td>0.00 (5)</td>
<td>0.05 (3)</td>
<td>0.18 (3)</td>
<td>0.00 (5)</td>
<td>4.2</td>
<td>24487.15</td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td>0.00 (5)</td>
<td>0.00 (5)</td>
<td>0.03 (1)</td>
<td>0.19 (1)</td>
<td>0.00 (5)</td>
<td>3.4</td>
<td>19761.63</td>
</tr>
<tr>
<td></td>
<td>OBR</td>
<td>0.13 (1)</td>
<td>0.20 (1)</td>
<td>0.43 (5)</td>
<td>0.13 (4)</td>
<td>0.12 (1)</td>
<td>2.4</td>
<td>234679.01</td>
</tr>
<tr>
<td></td>
<td>OECC</td>
<td>0.13 (1)</td>
<td>0.19 (2)</td>
<td>0.46 (6)</td>
<td>0.13 (4)</td>
<td>0.12 (1)</td>
<td>2.8</td>
<td>158555.85</td>
</tr>
</tbody>
</table>

For a better visualization of time complexity, we plotted a heatmap that represents the log ratio of each method’s time, i.e. \( \log_{10} \frac{t_{\text{method}}}{t_{\text{RACE (cls-adap)}}} \) (Figure 4.2). The heatmap illustrates the difference in the order of the time needed to finish for each method in comparison to RACE (cls-adap) on each dataset. We observe that the space reduction method is efficient and the running time of RACE (cls-adap) is orders of magnitude smaller than the one of other ensemble methods, especially when the original label space is very large (see the results for delicious).
4.2.4 Comparison to offline label compression methods

In this section we compare RACE (cls-adap) to PLST\(^2\)\(^1\), a popular offline label compression method, which uses a projection method based on singular value decomposition. Here, we used hold-out evaluation, i.e., 33% of each dataset was chosen randomly as the test set and the rest as the training set. RACE (cls-adap) received training data in batches, and after updating for each batch, the test was performed on the test data, and the average values of Example-based accuracy and Hamming loss are reported. In addition to present each batch once to RACE, we repeated the experiment by showing every batch several times consecutively. Table 4.4 presents the results for different measures and datasets, and reports the iterative results for 3 iterations. We observe that while RACE has an adaptive nature, Example-based accuracy and Hamming loss are comparable to PLST and on some datasets (CAL500 and delicious) RACE reaches an even higher accuracy. Moreover, on all datasets, due to its random compression nature, RACE has an order of magnitude smaller running times, and when the dataset is large (e.g., rcv1v2 and NUS-WIDE), PLST does not even finish within reasonable time\(^3\). Looking into iterative RACE, we observe that this method achieves more stable results over time, however, on some datasets it leads to better accuracy (CAL500 and delicious), while on some others the accuracy is reduced (mediamill, NUS-WIDE, and rcv1v2).

4.2.5 Impact of pseudo label set size

RACE has one parameter to set: the size of the reduced label space. We have changed the number of pseudo labels from \(\lceil \log_2 l \rceil\) to \(\lceil \log_2 l \rceil^2\), where \(l\) is the size of the original label space. Figure 4.3 shows the impact of this parameter on the performance of RACE (cls-adap) and RACE (reg-fixed) for the CAL500 and the enron datasets. As we can see in both datasets, while increasing the number of pseudo labels in RACE (cls-adap) does not change Example-based accuracy and Hamming loss notably, the Micro-averaged and Macro-averaged F-measure are improved up to some point (at 30 pseudo labels in enron and at 40 pseudo labels in CAL500), but then they drop again. This is the case for RACE (reg-fixed) for Example-based accuracy and the Micro-averaged F-measure in the enron dataset, however, in the CAL500 dataset, different measures do not change notably for RACE (reg-fixed). Comparing these improvements to the average ranks from Table 4.3, we can see that each of these variants can be improved by choosing a properly fine-tuned reduced label space size.

\(^2\)We have used the implementation provided by the Meka framework at https://github.com/Waikato/meka/tree/master/src/main/java/meka/classifiers/multilabel.

\(^3\)The experiment was not finished after 120 hours on the same system.
### 4.2. EXPERIMENTAL RESULTS

<table>
<thead>
<tr>
<th></th>
<th>CAL500</th>
<th>delicious</th>
<th>enron</th>
<th>mediamill</th>
<th>NUS-WIDE</th>
<th>rcv1v2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RACE</td>
<td>0.23 ± 0.01</td>
<td>0.26 ± 0.01</td>
<td>0.19</td>
<td>0.10 ± 0.01</td>
<td>0.12 ± 0.01</td>
<td>0.10</td>
</tr>
<tr>
<td>RACE (iter = 3)</td>
<td>0.23 ± 0.04</td>
<td>0.26 ± 0.03</td>
<td>0.19</td>
<td>0.10 ± 0.01</td>
<td>0.12 ± 0.01</td>
<td>0.10</td>
</tr>
<tr>
<td>RACE (iter = 3)</td>
<td>0.23 ± 0.04</td>
<td>0.26 ± 0.03</td>
<td>0.19</td>
<td>0.10 ± 0.01</td>
<td>0.12 ± 0.01</td>
<td>0.10</td>
</tr>
<tr>
<td>RACE (iter = 3)</td>
<td>0.23 ± 0.04</td>
<td>0.26 ± 0.03</td>
<td>0.19</td>
<td>0.10 ± 0.01</td>
<td>0.12 ± 0.01</td>
<td>0.10</td>
</tr>
<tr>
<td>RACE (iter = 3)</td>
<td>0.23 ± 0.04</td>
<td>0.26 ± 0.03</td>
<td>0.19</td>
<td>0.10 ± 0.01</td>
<td>0.12 ± 0.01</td>
<td>0.10</td>
</tr>
<tr>
<td>RACE (iter = 3)</td>
<td>0.23 ± 0.04</td>
<td>0.26 ± 0.03</td>
<td>0.19</td>
<td>0.10 ± 0.01</td>
<td>0.12 ± 0.01</td>
<td>0.10</td>
</tr>
<tr>
<td><strong>Hamming Loss</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RACE</td>
<td>0.17 ± 0.01</td>
<td>0.16 ± 0.01</td>
<td>0.14</td>
<td>0.04 ± 0.01</td>
<td>0.06 ± 0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>RACE (iter = 3)</td>
<td>0.17 ± 0.00</td>
<td>0.16 ± 0.00</td>
<td>0.14</td>
<td>0.04 ± 0.01</td>
<td>0.06 ± 0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>RACE (iter = 3)</td>
<td>0.17 ± 0.00</td>
<td>0.16 ± 0.00</td>
<td>0.14</td>
<td>0.04 ± 0.01</td>
<td>0.06 ± 0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>RACE (iter = 3)</td>
<td>0.17 ± 0.00</td>
<td>0.16 ± 0.00</td>
<td>0.14</td>
<td>0.04 ± 0.01</td>
<td>0.06 ± 0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>RACE (iter = 3)</td>
<td>0.17 ± 0.00</td>
<td>0.16 ± 0.00</td>
<td>0.14</td>
<td>0.04 ± 0.01</td>
<td>0.06 ± 0.01</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Running Time (s)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RACE</td>
<td>1.79</td>
<td>4.46</td>
<td>2.25</td>
<td>1.41 × 10^3</td>
<td>3.09 × 10^3</td>
<td>2.08 × 10^3</td>
</tr>
<tr>
<td>RACE (iter = 3)</td>
<td>1.79</td>
<td>4.46</td>
<td>2.25</td>
<td>1.41 × 10^3</td>
<td>3.09 × 10^3</td>
<td>2.08 × 10^3</td>
</tr>
<tr>
<td>RACE (iter = 3)</td>
<td>1.79</td>
<td>4.46</td>
<td>2.25</td>
<td>1.41 × 10^3</td>
<td>3.09 × 10^3</td>
<td>2.08 × 10^3</td>
</tr>
<tr>
<td>RACE (iter = 3)</td>
<td>1.79</td>
<td>4.46</td>
<td>2.25</td>
<td>1.41 × 10^3</td>
<td>3.09 × 10^3</td>
<td>2.08 × 10^3</td>
</tr>
<tr>
<td>RACE (iter = 3)</td>
<td>1.79</td>
<td>4.46</td>
<td>2.25</td>
<td>1.41 × 10^3</td>
<td>3.09 × 10^3</td>
<td>2.08 × 10^3</td>
</tr>
</tbody>
</table>

Table 4.4: Comparison of RACE (cls-adap), its iterative version and PLST on various datasets.
4.3 Conclusion

This chapter addressed the problem of online label compression for multi-label data stream classification. The main contribution of the proposed algorithm is to encode the original label space by a random projection method to a much smaller space and decode the output of models by an incremental analytical approach inspired by Extreme Learning Machines. Different variants of the proposed method, RACE, were tested. The experimental evaluations showed that the approach works well on different datasets across a variety of measures, and outperforms other existing online multi-label baselines in terms of accuracy, F-measure, Hamming loss and notably running time. However, there is still room for further improvement. We can extend the current framework to cover various types of concept drift. An ensemble of RACE models also can be used to reduce the variance due to its random initialization.
Chapter 5

Pool-based Stream Classification

Classifying a stream of non-stationary data with recurrent drift is a challenging task and has been considered as an interesting problem in recent years. Early work on stream classification goes back to the 1990s and the FLORA framework [195]. Since then, there have been extensive studies on learning algorithms that can handle data streams [52, 53, 2, 101, 215, 21]. Most of the work in the literature focuses on handling gradual and sudden drift. That is, they are trying to adapt to a new concept and forget the previous, outdated ones [83]. Such a case cause problems, especially in adversarial systems (e.g., spam filtering and intrusion detection), where the adversary might take advantage of the forgetting mechanism and beats the learner by presenting new instances from a previously seen concept that belongs to a long time ago, which the learner has already forgotten. In some other problems, e.g., weather forecast, remembering the previously seen concepts will help in future predictions. In these cases, the drift can imply the recurrence of previously seen concepts. The recurrent concepts challenge has been faced only quite recently [54, 64, 66, 145, 153]. As reviewed in Chapter 2, all of the existing approaches handling recurrent concepts maintain a pool of concepts/classifiers and use that pool for future classifications to reduce the error on classifying the instances from a recurring concept.

In this chapter, we extend the idea of exploiting recurring concepts using a pool of classifiers, in which each classifier represents a concept. We call the learning framework Pool and Accuracy based Stream Classification (PASC). The pool is updated iteratively after receiving new batches of data. If the similarity of the recent batch and one of the classifiers of the pool is high enough, the corresponding similar classifier is updated. If not, a new classifier is added to the pool. In the predecessor approach, the CCP framework [92], the pool size is fixed, and after reaching the limit, the most similar classifier is updated regardless of its level of similarity. This can cause the classifier
to represent multiple concepts. To solve the problem, we present a merging procedure that finds the most similar concepts in the pool and merge them. The benefit of a merging procedure becomes clear once we notice the small size of data batches and the fact that one concept may appear in several batches of instances. At this stage, the value of the similarity threshold becomes critical, and it may lead to several classifiers in the pool that represent one concept. Once the pool reaches its maximum size, we can search the pool and merge these classifiers to release space for a new classifier. Merging can also improve the generalization performance of a classifier. In case there are not such classifiers in the pool, the most similar classifier to the current batch will be updated. We propose novel methods to update the pool and merge classifiers: exact Bayesian, Bayesian and Heuristic methods.

Our proposed framework improves the CCP framework in several ways:

1. CCP uses a pure Euclidean distance as a distance measure. However, in cases where the range of features is not similar, some features impact more than others. PASC solves this issue by using a normalized distance measure.

2. To classify a new batch of instances, PASC uses a weighted majority approach and compares it to the so-called active classifier method in CCP.

3. PASC proposes three new batch assignment methods and a merging process to manage the pool.

## 5.1 Pool and accuracy based stream classification

As explained above, the proposed PASC framework is a generalization of the CCP framework \[92\]. The algorithm keeps a pool of classifiers, where each classifier corresponds to a concept. When a batch of instances is received, the algorithm first predicts the corresponding class of the instances. After receiving the true class of new instances, the algorithm either chooses the most appropriate classifier and updates it, or creates a new classifier and adds it to the pool. Usually, there is a finite number of possible concepts in a dataset. Hence, in order to avoid redundancies and an ever-growing pool size, we set a maximum size for the number of classifiers in the pool. Algorithm 4 presents the general steps of the PASC framework.

Let \( X(t) = (x_{t1}^1, x_{t2}^2, \ldots, x_{tn}^n) \) and \( Y(t) = (y_{t1}^1, y_{t2}^2, \ldots, y_{tn}^n) \) be instances of batch \( t \) and their corresponding true class, where \( x_{ti}^i \) and \( y_{ti}^i \) indicate the \( i \)th instance of batch \( t \) and its true class respectively. Lines 9-12 are the main steps of Algorithm 4. This loop iteratively classifies a batch and updates the pool. The algorithm has three main phases that are shown in lines 10-12 and will be explained in the following subsections. Lines 1-8 are the initialization parts of the method: classifier \( C \) is built on the first batch of data and
5.1. **POOL AND ACCURACY BASED STREAM CLASSIFICATION**

**Algorithm 4:** PASC main framework

| Input: | $B(t) = (X(t), Y(t))$: instances of data batch $t$, instance $x_t^i$ to be classified |
| Output: | Predicted class of instance $x_t^i$ |

1. $Pool = \emptyset$
2. Initialize the RDC classifier
3. Train a classifier $C$ on $(X(0), Y(0))$
4. $Pool = Pool \cup \{C\}$
5. $w_0 = 1$
6. $c_{active} = 1$
7. $X_{RDC} = sum\_data(X(0))$
8. Update RDC with $(X_{RDC}, 0)$
9. for $j \geq 1$ do
   10. Classify $X(t)$
   11. Update $Pool$ with $B(t)$
   12. Update the active classifier or classifier weights

Its weight is set to 1. $c_{active}$ indicates the index of the active classifier for the variants of the framework that use the so-called active classifier. Raw Data Classifier (RDC) is a classifier that aims to predict the concept, from which $X(t)$ is drawn. It makes the prediction only based on the instance features and not the true class of data. Training input of the RDC classifier, $X_{RDC}$, is a summarization of each data batch and the index of its corresponding concept in the pool.

### 5.1.1 Classify new data

As explained in the CCP framework [92], we can classify the instances by the current active classifier. However, there may be more than one classifier in the pool, which represents the current concept. Hence, we propose a weighted classification method. Both methods are described in the following:

**Active classifier:** The active classifier is a classifier which was updated by the previous batch of instances. If the data is stationary and there is no concept drift between the last consecutive batches, this classifier is a reasonable choice. The variable $pc$ in line 3 of Algorithm 5 stores the predicted class by the active classifier $c_{active}$.

**Weighted classifiers:** We use an adaptive method to choose a combination of classifiers from the pool. At the beginning of the iteration, we initialize the weight of each classifier according to the current state of the pool and the last batch of data. After predicting the class of $x_t^i$, we update the weights of classifiers using $y_t^i$:

$$w_j' = w_j \beta^{M(j,i)},$$

(5.1)
CHAPTER 5. POOL-BASED STREAM CLASSIFICATION

ALGORITHM 5: Classify new data

Input: $X(t)$: instances of data batch $t$ with size $n$
Output: Predicted class of $X(t)$

1. if $mode = \text{active classifier}$ then
   2. for $i=1$ to $n$ do
      3. \hspace{1em} $pc[x_t^i] = \text{classify } x_t^i$ with $c_{\text{active}}$
   else if $mode = \text{weighted classifiers}$ then
      4. $S_t = \text{subsample}(X(t), m)$
      5. for $i=1$ to $m$ do
         6. \hspace{1em} $pc[x_t^i] = \text{weighted classify}(Pool, w, S_t, i)$
      7. for $j=1$ to $\text{Pool.size}$ do
         8. \hspace{1em} \hspace{1em} $w_j = w_j \beta \text{Pool}[j].\text{error}(S_t, y_t^i)$

where $w_j$ and $w'(j)$ are the current and the new weight of the $j^{th}$ classifier, respectively, and $\beta \in [0, 1)$ is a penalty parameter. $M(j, i)$ is 0 if the $j^{th}$ classifier predicts the class correctly and 1 otherwise. Equation (5.1) is inspired from an online prediction modeling of a two-player repeated game problem \cite{50}. The first player, here the pool of classifiers, is the learner. The actions of the first player include choosing a classifier among the pool of classifiers. A mixed strategy $P$ is used by the first player to choose its actions. $P$ is a probability distribution function on each possible action to be selected. The learner computes a mixed strategy $P$ by normalizing the weights, which are assigned to the classifiers. This is equivalent to use a majority vote among the classifiers of the pool according to their weights. The second player, here the source of producing the batches, is the environment. The actions of the second player include choosing the instances, which are given to the learner for classification. The second player uses the mixed strategy $Q$ to choose its actions. The strategies $P$ and $Q$ change themselves as the game proceeds. $P$ is updated according to the loss of the last iteration by updating the classifiers’ weights, and $Q$ can be updated by the environment arbitrarily. If the number of instances is sufficiently large and the learner uses equation (5.1) to update the weights of classifiers, the prediction error converges to the best classifier’s error on the last batch \cite{50}. Considering this, if the size of the input batch is large enough, the accuracy of our ensemble classifier on the last batch of instances is as good as using the best classifier in the pool. However, in the context of concept drift, the size of the batch should not grow arbitrarily since the i.i.d assumption can quickly be violated.

For the sake of efficiency, our classification algorithm is slightly different from \cite{50}: First, instead of getting a majority vote, we classify the instance
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ALGORITHM 6: Update the classifier pool

Input: A Pool of classifiers,
- $C_{best}$: Best concept describing batch $B(t) = (X(t), Y(t))$,
- $S_{max}$: The similarity value of $C_{best}$ and $X(t)$,
- $\theta$: Threshold parameter

1. $(S_{max}, C_{best}) = batch\_assignment(Pool, B(t))$
2. if $S_{max} > \theta$ then
   3. Pool[$C_{best}$].update($B(t)$)
   else if $Pool.size < C_{max}$ or merge\_procedure($Pool, C_{best}, B(t)$) then
      4. Train $C$ on $B(t)$
      5. $Pool = Pool \cup \{C\}$
      6. $C_{best} = Pool.size$
   else
      7. Pool[$C_{best}$].update($B(t)$)
      // only in (exact) Bayesian
     8. RDC.update($X(t), C_{best}$)

with the classifier that has the highest weight. Second, we do not update our classifiers for every instance; instead, we use a subsample of the batch. In our experiments, we chose the square root of the batch size as the number of elements for updating the classifiers. In line 4 of Algorithm 5, we make a subsample of instances and make sure to update the weights only for the members of the subsample $S_t$ (line 6).

5.1.2 Update the classifier pool

Given $X(t)$ and $Y(t)$, our goal is to find the most likely concept for the current batch (line 1 of Algorithm 6). For this purpose, we propose three different batch assignment methods: Exact Bayes that uses the Bayes theorem to find the probabilities, the Bayes method, which is similar to the Exact Bayes method but makes some simplifying assumptions to decrease the time complexity, and the Heuristic method. These methods find the most similar concept/classifier of the pool to the labeled batch ($C_{best}$) and the similarity between them ($S_{max}$). If the similarity is greater than a predefined threshold ($\theta_1, \theta_2$ or $\theta_3$ for exact Bayesian, Bayesian and Heuristic methods, respectively), the $C_{best}$ classifier is updated with the batch (line 3). Once there is free space in the pool or the merge\_procedure can create a free space, a new classifier is trained on the new batch (line 4-5). If the pool is full and there are no similar concepts to be merged, the best classifier is updated (line 7). Finally, $RDC$ is updated according to $X(t)$ and $C_{best}$ (line 8). We explain the merge procedure and various batch assignment methods in the following:
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**Merge procedure**  Assume the concept $n_C$ refers to the nearest concept to $C_{best}$. If the distance between $n_C$ and $C_{best}$ is less than the distance between $C_{best}$ and the new batch $(B(t))$, a merging procedure will merge $C_{best}$ and $n_C$ together. Merging of $C_{best}$ and $n_C$ should be possible even in the absence of their training data. In this framework, we use Naïve Bayes, a simple generative classifier, as the base classifier and implement a simple method to merge two Naïve Bayes classifiers by combining the probability density functions (pdf) of each attribute. For each nominal attribute $f_i$ and class $y_j$, a probability $P(f_i = v | y_j)$ is maintained for each possible value $v$ of $f_i$. The corresponding probability of the merged classifier is the weighted average of the two probabilities with respect to the number of instances. For each numeric attribute $f_i$ and class $y_j$, a normal distribution $P(f_i | y_j)$ is maintained. The mean value of one of the two normal distributions is used to update the mean value and the standard deviation of the other normal distribution according to its number of instances. The result distribution is then used as the corresponding distribution of the merged classifier. The pdfs maintained for the class distributions are merged similarly. Moreover, in the Bayesian or exact Bayesian batch assignment methods, the $RDC$ classifier must be updated, which will be discussed later.

The distance measure used here is a normalized version of distance measure used in CCP and we name it as $D_{norm}$. It compares the concept representative vectors of the instance batches or the ones of a classifier, $Z$ and $Z'$, as follows:

$$
D_{norm}(Z, Z') = \sqrt{D(z_1, z'_1) + \cdots + D(z_m, z'_m)}
$$  \hfill (5.2)

If $f_i$ is numeric, $D(z_i, z'_i)$ is defined as:

$$
D(z_i, z'_i) = \sum_{j=1}^{k} \min \left( \left( \frac{\mu_{ij} - \mu'_{ij}}{\sigma_{ij} + \sigma'_{ij}} \right)^2, 1 \right),
$$  \hfill (5.3)

where $k$ is the number of classes, and $\mu_{ij}$ and $\sigma_{ij}$ indicate the mean and standard deviation of the $i^{th}$ feature for the instances of class $j$. If $f_i$ is nominal, $D(z_i, z'_i)$ can be written as:

$$
D(z_i, z'_i) = \sum_{j=1}^{\text{size}(z_i)} D(z_{ij}, z'_{ij})^2,
$$  \hfill (5.4)

where $z_{ij}(X)$ is the $j^{th}$ element of $z_i(X)$ and $D(z_{ij}, z'_{ij})$ is simply the difference of the nominal values. In the following, we explain the batch assignment methods in detail:

**Exact Bayesian batch assignment method:**  One way to find the most similar classifier of the pool to a batch of data, $B(t) = (X(t), Y(t))$, is to compute the likelihood of the batch and the concept described by the classifier
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$C_i$ from Bayes rule:

$$P(C_i | B(t)) = \frac{P(B(t) | C_i) P(C_i)}{P(B(t))}. \quad (5.5)$$

To derive the best concept using equation (5.5) we should find:

$$\arg \max_i P(C_i | B(t)) = \arg \max_i P(B(t) | C_i) P(C_i), \quad (5.6)$$

where the best $C_i$ is assumed to be independent of the occurrence probability of $B(t)$. In fact, $P(C_i)$ can depend on the previous concepts and the underlying distribution of data. The former can vary in the context of concept drift and cannot be modeled appropriately without making any specific assumptions. Moreover, considering the first kind of dependencies in calculating $P(C_i)$ will lead to a late detection of concept drifts, since the concepts which appeared in the previous batches can get higher probabilities. The second kind of dependencies (the underlying distribution of data) is unknown. If for some datasets, we have domain knowledge related to these dependencies, we can include them in equation (5.6). Thus, we assume the term $P(C_i)$ to be identical for all concepts and discard it in our calculations:

$$\arg \max_i P(C_i | B(t)) = \arg \max_i P(B(t) | C_i). \quad (5.7)$$

We can expand equation (5.7) with respect to the elements of $B(t)$:

$$= \arg \max_i P((x^i_1, y^i_1), (x^i_2, y^i_2), \ldots, (x^i_n, y^i_n) | C_i)$$

$$= \arg \max_i P((x^i_1, y^i_1) | C_i) P((x^i_2, y^i_2) | C_i, (x^i_1, y^i_1)) \ldots$$

$$P((x^i_n, y^i_n) | C_i, (x^i_1, y^i_1), \ldots, (x^i_{n-1}, y^i_{n-1})). \quad (5.8)$$

Suppose we define $C_{i,j}$ as the hypothesis $C_i$, which is updated by the first $j$ labeled instances of the batch:

$$C_{i,j} = C_i, (x^i_1, y^i_1), \ldots, (x^i_j, y^j_j)$$

$$P(x^j_{j+1}, y^j_{j+1} | C_{i,j}), 0 \leq j \leq n - 1 \quad (5.9)$$

Now the task is transformed to the estimation of likelihoods of the form:

$$P(x^j_{j+1}, y^j_{j+1} | C_{i,j}) = P(y^j_{j+1} | C_{i,j}, x^j_{j+1}) P(x^j_{j+1} | C_{i,j}), 1 \leq j \leq n. \quad (5.10)$$

The term $P(y^j_{j+1} | C_{i,j}, x^j_{j+1})$ can be estimated by classifier $C_i$. Note that this term equals to the probability that the label of $x^j_{j+1}$ is predicted as $y^j_{j+1}$ given that true concept $C_i$ and the $j$ labeled instances of equation (5.11) are visited. Hence, it is sufficient to update the $i^{th}$ classifier with the $j$ labeled instances mentioned above and then output the posterior probability for the instance.
To estimate the second term of the right hand side of equation (5.10), we assume:

\[ P\left(x_{j+1}^{t} | C_{i,j}\right) = P\left(x_{j+1}^{t} | C_{i}, x_{1}^{t}, \ldots, x_{j}^{t}\right), \quad 0 \leq j \leq n - 1. \]  

This assumption can be valid as we already know that \( j \) labeled instances have been drawn from \( C_{i} \), and therefore, we can use it to estimate instances independent of their labels. The probabilities can be estimated as follows: We initialize a classifier for this purpose namely raw data classifier (RDC). It gets one instance as an input and predicts its corresponding classifier in the pool. We train RDC after receiving the true labels of each batch \( X(t) \) and determining the concept of the labeled instances of this batch. The instances, and not their class values, and their corresponding concept ID are fed to the RDC to update itself. Since the prior probability of the concept, \( P(C_{i}) \), is assumed to be identical for all concepts, to calculate \( P(x_{j+1}^{t} | C_{i}) \), we can compute only the posterior probability of RDC on \( x_{j+1}^{t} \), \( P(C_{i} | x_{j+1}^{t}) \). To estimate \( P(x_{j+1}^{t} | C_{i}, x_{1}^{t}, \ldots, x_{j}^{t}) \), it is more convenient to update RDC with \( j \) instances \( x_{1}^{t}, \ldots, x_{j}^{t} \) and the concept ID \( i \) as the class label and then output the posterior probability. Finally, the most relevant concept to the newly arrived batch, \( B(t) \), can be determined:

\[
\arg \max_{i} P(y_{1}^{t} | C_{i}, x_{1}^{t}) P(y_{2}^{t} | C_{i,1}, x_{2}^{t}) \ldots P(y_{n}^{t} | C_{i,n-1}, x_{n}^{t}) \\
\frac{P(x_{j+1}^{t} | C_{i}) P(x_{1}^{t} | C_{i}) \ldots P(x_{n}^{t} | C_{i})}{P(x_{1}^{t}, \ldots, x_{n}^{t})}. \tag{5.12}
\]

To prevent underflow, we use the logarithmic version of equation (5.12):

\[
\arg \max_{i} \sum_{j=1}^{n} \left( \log P(y_{j}^{t} | C_{i}, x_{j}^{t}) + \log P(x_{j}^{t} | C_{i}, x_{1}^{t}, \ldots, x_{j-1}^{t}) \right). \tag{5.13}
\]

Calculating equation (5.13) for all instances is very time-consuming, therefore, we randomly choose a subsample of the square root size of the batch to make the computations. Lines 2–3 of Algorithm 7 summarizes the explained procedure.

**Bayesian batch assignment method:** This method is similar to the exact Bayesian method in the sense of estimating the expression in the right hand side of equation (5.7). However, in the Bayesian method, we make a simplifying assumption and estimate the equation as:

\[
\arg \max_{i} P(C_{i} | B(t)) = \arg \max_{i} P(B(t) | C_{i}) \\
= \arg \max_{i} P(X(t) | C_{i}) P(Y(t) | X(t), C_{i}). \tag{5.14}
\]

\( P(Y(t) | X(t), C_{i}) \) is the conditional probability that the predicted labels of \( (x_{1}^{t}, x_{2}^{t}, \ldots, x_{n}^{t}) \) be \( (y_{1}^{t}, y_{2}^{t}, \ldots, y_{n}^{t}) \) using classifier \( C_{i} \), \( P(X(t) | C_{i}) \) is the likelihood of the batch \( X(t) \) belonging to the \( i^{th} \) concept/classifier. As mentioned
ALGORITHM 7: Update the classifier pool with batch assignment methods

Input: \( B(t) = (X(t), Y(t)) \): instances of data batch \( t \) with size \( n \),
\( \text{Pool} \) of classifiers,
\( \text{RDC} \): the Raw Data Classifier

1. if \( \text{mode} = \text{exact Bayesian} \) then
   2. \((X_{RDC} = \text{sum_data}(X(t)))\)
   3. \((S_{x,t}, S_{y,t}) = \text{sub_sample}((X(t), Y(t)), r)\)
      // store the labels of \( S_{x,t} \)
   4. \((S_{max}, C_{best}) = (\max, \arg \max)_{c:1..\text{Pool.size}} \text{ExactBayesian} (\text{Pool}, \text{RDC}, c, (S_{x,t}, S_{y,t}))\)
      from equation (5.13)

2. else if \( \text{mode} = \text{Bayesian} \) then
   3. \((X_{RDC} = \sum x_{t,j})\), i.e. sum of all elements of batch \( t \).
   4. \((S_{x,t}, S_{y,t}) = \text{sub_sample}((X(t), Y(t)), r)\)
      // store the labels of \( S_{x,t} \)
   5. \((S_{max}, C_{best}) = (\max, \arg \max)_{c:1..\text{Pool.size}} \text{Bayesian} (\text{Pool}, \text{RDC}, c, (S_{x,t}, S_{y,t}), X_{RDC})\)
      from equation (5.18)

3. else if \( \text{mode} = \text{Heuristic} \) then
   4. \((S_{x,t}, S_{y,t}) = \text{sub_sample}((X(t), Y(t)), r)\)
      // store the labels of \( S_{x,t} \)
   5. \((S_{max}, C_{best}) = (\max, \arg \max)_{c:1..\text{Pool.size}} \text{Pool}[c].\text{accuracy}(S_{x,t}, S_{y,t})\)

earlier, if there is a concept drift, the i.i.d assumption will not hold anymore. To assure the i.i.d assumption holds between the instances of a batch, its size should be small enough. In this approach, we make the i.i.d assumption:

\[
P(Y(t)|X(t), C_i) = \prod_{j=1}^{n} P(y_j^t|x_j^t, C_i),
\]

\[
P(X(t)|C_i) = \prod_{j=1}^{n} P(x_j^t|C_i). \tag{5.15}
\]

The \( P(y_j^t|x_j^t, C_i) \) term can be calculated directly from the \( i \)-th classifier. To calculate \( P(x_j^t|C_i) \), we create an \( \text{RDC} \) classifier similar to the one used in the exact Bayesian method. It gets one instance as input and predicts the corresponding concept/classifier ID in the pool. The training procedure is the same as that described in the exact Bayesian section. To reduce the time complexity of \( \text{RDC} \) training, instead of individual instance update, we use \( X_t = \sum x_j^t \), i.e. sum of all elements of batch \( t \). Assume that \( \text{RDC} \) predicts the instances of batch \( t \) in concept \( i \) with the probability \( p_i^n \):

\[
P(X(t)|C_i) \propto p_i^n. \tag{5.16}
\]

To determine the best classifier, equation (5.14) turns into:

\[
\arg \max_i P(C_i|B(t)) = \arg \max_i p_i^n \prod_{j=1}^{n} P(y_j^t|x_j^t, C_i). \tag{5.17}
\]
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ALGORITHM 8: Determine classifier weights

Input: \( B(t) = (X(t), Y(t)) \): instances of data batch \( t \) with size \( n \),
A Pool of classifiers,
\( \beta \): penalty parameter

1. \((S_{x,t}, S_{y,t}) = \text{subsample}((X(t), Y(t)), r)\)
2. for \( j = 1 \) to Pool.size do
3. \( e_{c} = \text{Pool}[j].\text{error}(S_{x,t}, S_{y,t})\)
4. \( w_{j} = \beta^{2e_{c}}\)

To prevent underflow of the products, we use the following equation to find the best concept:

\[
\arg\max_{i} P(C_{i}|B(t)) = \arg\max_{i} n \log p_{i} + \sum_{j=1}^{n} \log P(y_{t}^{j}|x_{t}^{j}, C_{i}). \tag{5.18}
\]

Still this equation leads to an inefficient approach as calculating the posterior for all \( x_{t}^{j} \) is time-consuming. Assuming the i.i.d condition, we again can use a subsample of the batch. Lines 5-7 of Algorithm 7 presents the Bayes batch assignment method.

**Heuristic batch assignment method:** The heuristic approach follows a simple idea, and that is to calculate the accuracy of all classifiers on \( X(t) \) and update the most accurate one. Hence, the similarity measure is the accuracy of the classifiers on \( X(t) \). Line 10 of Algorithm 7 finds the best classifier according to this approach.

5.1.3 Update parameters for the next iteration

In the last step, we should update some parameters for the following batches. If we use the so-called active classifier, we should keep the classifier that is updated in the current iteration (i.e. \( C_{\text{best}} \) in Algorithm 4). If we use the weighted classifier method, the weights of the classifiers are updated by:

\[
w_{0}(i) = \beta^{2e(i)}, \tag{5.19}
\]

where \( e(i) \) is the error of the \( i^{th} \) classifier. The more erroneous classifier, the less initial weight it has for the next iteration. Some locality assumption is used in equation (5.19) for setting the initial weights, which do not work properly when a sudden concept drift occurs. As mentioned in Section 5.1.1, that drift is handled by updating the weights during batch processing (Algorithm 8).
5.2 Experiments

In order to evaluate the performance of the proposed framework, experiments on some standard datasets are conducted. We first introduce the datasets in Section 5.2.1. These datasets contain recurring drifts. Then in Section 5.2.2, we discuss the parameter setting of PASC and other methods of comparison. Extensive experiments are explained in Section 5.2.3. The experiments show the effectiveness of the proposed framework. It can be seen that the weighted classification method outperforms the active classifier in datasets that contain sudden concept drifts. The proposed batch assignment methods outperform the CCP batch assignment method in datasets with arbitrary features. Moreover, the effectiveness of the merging procedure is shown for large datasets, and a sensitivity analysis of the algorithm to its parameters is carried out.

5.2.1 Datasets

We employ three real-world and one synthetic datasets in our experiments. The synthetic dataset is the moving hyperplanes that contains sudden concept drift. Emailing list, spam filtering, and sensor data are the real-world datasets used in our experiments. The emailing list and the spam filtering datasets are counted as high dimensional datasets, and the sensor dataset has a large number of instances. Emailing list and hyperplane datasets contain sudden concept drift, while spam filtering and sensor data contain gradual drift.

- Emailing List [92, 47]: In this dataset, a stream of email from different topics were collected and labeled as interesting or junk with respect to the user’s interest [92]. Usenet posts data, which contains 20 newsgroups collection is used to construct this dataset, and three of its topics are selected. In each time interval (concept), the user is interested in one or two topics and labels the emails according to his/her interest. User interests may vary from time to time, so the dataset contains recurring concepts and sudden drifts. The labels and the existing drifts of this dataset are artificial. So elist is not a pure real-world dataset, but its instances are derived from a real-world application. The dataset has 1500 instances and 913 attributes and is divided into five time-intervals of equal width (Table 5.1).

- Spam Filtering [47]: The spam filtering dataset is extracted from the Spam Assassin collection. It contains 9324 email messages with 500 attributes and two possible labels. This dataset consists of gradual concept drift.
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Table 5.1: Emailing List Dataset (Elist) [92]

<table>
<thead>
<tr>
<th></th>
<th>1-300</th>
<th>300-600</th>
<th>600-900</th>
<th>900-1200</th>
<th>1200-1500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medicine</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Space</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Baseball</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

- **Hyperplane**: This dataset aims to predict the class of a rotating hyperplane. A hyperplane decision surface is represented by equation \( g(x) = w \cdot x = 0 \), where \( w \) is an \( n \)-dimensional vector showing the orientation of the surface and \( x \) is the instance. If for an instance we have \( g(x) > 0 \), we classify it as 1, otherwise it is classified as 0. The hyperplane is moving over time and simulates sudden concept drift. We generated 8000 instances with 30 numeric attributes. After receiving 2000 instances, concept drift occurs suddenly. There is a reappearance of concepts after the first 4000 instances to simulate the recurring concept problem.

- **Sensor**: This dataset is a real-world dataset, which consists of the information collected from 54 sensors deployed in Intel Berkeley Research laboratory over two months[^3]. The class label is the sensor ID with 54 possible values. The dataset has five attributes, and 2,219,803 instances. The type and place of concept drift are not specified in the dataset, but it is evident that there are some drifts. For example, lighting or the temperature of some specific sensors during the working hours are much stronger than during nights or weekends.

5.2.2 Parameter setting

The proposed learning algorithm is designed in such a way that most of its parameters can be set according to the general properties of the datasets. This is not the case in the CCP framework, where setting \( \theta \) inaccurately leads to significant degradation of the performance. For example, \( \theta \) should be set to 4 for elist and 2 for hyperplane datasets. However, if we set \( \theta \) to 4 instead of 2 for hyperplane, its accuracy will decrease by 10% (from 78% to 68%). Besides, there is no knowledge for the proper range of this parameter in the CCP framework, and small or large values of this parameter will lead to poor performance. Similar to the \( \theta \) parameter in the CCP framework, our proposed framework has three parameters \( \theta_1, \theta_2 \) and \( \theta_3 \), but their selection is straightforward. We set the \( \theta_i \) parameters of the proposed methods for all four datasets equally, and obtain acceptable results.

The parameters of the performed experiments are set as what follows, except in the specified cases: If we use the weighted classifiers method, a

[^3]: [http://www.cse.fau.edu/~xqzhu/stream.html](http://www.cse.fau.edu/~xqzhu/stream.html)
penalty parameter, $\beta \in (0, 1)$, should be set. The smaller the parameter $\beta$ is, the faster the updating of the weights of the classifiers is done in response to the potential concept drift. Hence, if the dataset contains sudden concept drift, this parameter should be small. Larger values lead to more robustness to noise. In our experiments, we set this parameter to 0.1. $C_{\text{max}}$ is another parameter that indicates the maximum number of classifiers in the pool. Setting this parameter to a proper number needs either some domain knowledge or a trial and error technique. In the following experiments, we set $C_{\text{max}}$ to 10 for all datasets. The accuracy threshold parameter, $\theta_3$, in the Heuristic batch assignment method is set to 0.95 for the first three datasets and 0.8 for the sensor dataset. The values are chosen by trial and error so that the overall accuracy of the method will nearly be best. $\theta_1$ and $\theta_2$, the thresholds of the Bayesian and exact Bayesian methods, are set to $2r \log 0.75$ and $2r \log 0.65$, respectively, where $r$ is the number of subsampled instances. Thus, if none of the probabilities in the relevancy equations is less than 0.75 for the Bayesian method and 0.65 for the exact Bayesian method, the concept with this property is relevant to the new batch. Note that by changing the values inside the logarithms (0.75 and 0.65) to unusually large or small values, the algorithm will not deliver good results. The batch size is set to 500 for hyperplane and 50 for the other datasets. These batch sizes do not violate the stationary property of the data.

The CCP framework has two parameters, namely $C_{\text{max}}$ and $\theta$. In order to provide a fair comparison between the proposed method and the CCP framework, we set $C_{\text{max}}$ to 10 for all datasets as in PASC, and the parameter $\theta$ is chosen by trial and error so that the best accuracy is obtained. $\theta$ is set to 4, 2.5, 0.1 and 2 for the elist, spam filtering, hyperplane, and sensor datasets, respectively. As a result, the parameter setting of the PASC framework is more straightforward than the CCP framework, as the parameters can be set according to general properties of the datasets. Moreover, almost the same parameter values are shown to work well on various datasets. These datasets are different in their features and nature, but the applied methods only care about the correctness of the classifiers of the pool and do not depend on the inherent features of the datasets. Therefore, parameters are less dependent on the datasets.

5.2.3 Results and discussion

We perform three experiments in order to evaluate the PASC method. First, we compare the performance of different variations of PASC with each other and with the CCP framework. Then, we study the effect of the merging procedure and the sensitivity of the method to the threshold parameters. Finally, we evaluate the effect of the parameter $\beta$ in the performance of PASC. The two following subsections discuss the results obtained from the first experiment and the two last subsections discuss the second and third experiments.
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We compare different variations of the PASC framework with the CCP framework in terms of accuracy, precision, recall, F-measure and running time. The average accuracy values of the methods on the consecutive batches (except for the first batch, which is ignored in all methods) of elist, spam filtering, hyperplane, and sensor are shown in Figure 5.1 and 5.2. The figures consist of four parts each showing the plot of the accuracy of using the four batch assignment methods and the active classifier or the weighted classifiers methods on a given dataset. Hence, for each dataset, two plots are shown for the two classification methods. In addition, the accuracy, precision, recall and runtime of the different methods are shown in Table 5.2. Minor differences in the accuracy can be seen in this table. We can see that the precision and recall of different methods are proportional to their accuracy in most cases. Thus, instead of comparing the F-measure of different methods, their accuracy is enough.

Parts (a)–(c) of Figure 5.1 and 5.2 show that the four batch assignment methods are almost similar in the performance on the first three datasets.
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(a) elist dataset
(b) spam dataset
(c) hyperplane dataset
(d) sensor dataset

Figure 5.2: Results of weighted classifiers on all datasets.

However, in part (d), where the results on sensor dataset are illustrated, the CCP and the Bayesian batch assignment methods show worse performance (between 9% and 15% of accuracy) than the Heuristic and the exact Bayesian methods. This means that the CCP framework and the Bayesian methods have some problems in determining the true concept of a batch in the sensor dataset. One problem with the CCP framework is the use of the Euclidean distance as a measure of similarity. The distance measure in CCP is dependent on the magnitude of the attribute values, and an attribute with large values can reduce the effects of the other attributes in the distance calculation. The issue with the Bayesian method could be possibly related to its i.i.d assumption, since the exact Bayesian method does not suffer from this problem. Nonetheless, the Bayesian method still outperforms the CCP framework (about 3%). Considering the plots in Figure 5.1 and 5.2, we observe that regardless of minor differences in the accuracy of the different batch assignment methods, all batch assignment methods are affected by the drifts in the datasets in the same way. Furthermore, we observe that the weighted classifiers outperform the active classifier approach in datasets...
with sudden drift (5% to 8% difference is observable in part (a) and (c) of Figure 5.1 and 5.2). However, when the concept drift is gradual, the two classification methods work almost the same. This is intuitive, because as of occurrence of a sudden concept drift while processing a batch (especially in the beginning of a batch), the weighted classifiers method quickly adapts the weights according to the drift and therefore the performance does not degrade substantially.

Runtime comparison of methods

The runtime of different methods is listed in the last column of Table 5.2. Apart from expensive training and testing parts of the algorithms, CCP has to construct conceptual vectors and cluster them. The time complexity for updating the most similar classifier by the current batch is linear in the number of instances, and it is the same for all methods. Also, in the classification task of all batch assignment methods, each data is classified once. However, the complexity of the posterior probability calculations and updates for an instance is different for batch assignment methods.

Four terms can express the running time of the methods: $T_0$, $T_1$, $T_2$, and $T_{RDC}$, where $T_0$ is the time required to classify an instance, $T_1$ is the
necessary time to find the posterior probabilities, $T_2$ is the needed time to update a classifier and $T_{RDC}$ is the necessary time to use and update the raw data classifier ($RDC$) in the Bayesian method. To find the most similar classifier to the current batch, a subsample of size $r$ from data in the recent window is used in our three batch assignment methods. Using all of the classifiers in the pool, each of the $r$ instances are classified once in the Heuristic method, and its posterior probabilities estimation is measured in the Bayesian method. $T_{RDC}$, the computation time in updating and using $RDC$ in Bayesian method, is constant for each batch. This term includes the time to construct $X_{RDC}$ for the batch $X(t)$ and find the posterior probabilities for $X_{RDC}$ using $RDC$, and also to update the $RDC$ classifier with $X(t)$ and the corresponding classifier ID. The exact Bayesian method needs an update between each two posterior probability distribution computations in addition to the computation of the posterior probabilities in the Bayesian method. Besides, the same computation time for updating and posterior probabilities distribution computations are needed for $RDC$. Hence, the most required time for the Heuristic method is $rC_{max}T_0$, for the Bayesian method is $rC_{max}T_1 + T_{RDC}$ and for the exact Bayesian method is $2(rC_{max}T_1 + (r-1)C_{max}T_2)$, where $C_{max}$ is the maximum number of classifiers of the pool.

As expected, the exact Bayesian method takes the most time among all. It is clear from the definition that $T_1$ and $T_0$ are almost the same for the Naïve Bayes classifier. Consequently, the Bayesian method is expected to take more time than the Heuristic method. Results in Table 5.2 uphold this fact; however, there are some minor inconsistencies for this rule in some of the methods and datasets. The reason for these inconsistencies could be due to parameter settings and the number of classifiers. In addition, it is important to note that the above expressions are written using the maximum number of classifiers and in fact, they only determine the upper bounds. It is notable to mention that the CCP framework takes the least runtime among all batch assignment methods, but the time complexity of the Heuristic and weighted classifiers methods is not much more than the running time of the CCP framework and weighted classifiers methods. As the weighted classifiers method needs updating the classifiers’ weights, which in turn requires classification of some instances, it is expected to take more time than the active classifier approach. This can be seen for all batch assignment methods, except for the Heuristic method, because to obtain time-saving in the Heuristic and the weighted methods, we used the same subsample for both tasks of updating the classifiers and determining their weights. By this optimization task, the running time of the Heuristic method is not much more than the CCP framework for the weighted classifiers method. Finally, in the weighted classifiers method, the exact Bayesian and Bayesian methods take the most time. The Heuristic and the CCP framework are almost the same for some datasets, but Heuristic takes more time for the others. However,
the overall results of the Heuristic method are much better than those of the CCP framework.

Impact of the merging process and the threshold parameters

To evaluate the impact of the merging process, we use the sensor dataset, as it is large enough to clearly show the impact of the different parameters. Larger datasets are more likely to assign more than one classifier to one concept, because this possibility can be more expected for the larger number of batches of instances. Parts (a) through (d) of Figure 5.3 show the accuracy of the four batch assignment methods for different values of the threshold parameters. In each part, the accuracy of the corresponding method in conjunction with the merging process is compared with the accuracy obtained when the merging process is not used. The parameters used in these experiments are the same as those used in the previous sections for the sensor dataset, except that parameter $C_{max}$ is set to 40 instead of 10. By reducing the $C_{max}$ parameter, it is more likely to assign more than one classifier to a concept, and there are more available classifiers that should be reduced. Therefore, the impact of the merging process is more visible.

We used a wide range of values for the threshold parameters, and observed a relatively low dependency of the methods to the threshold. This is the case with and without using the merging process. However, this does not imply that the correct setting for these parameters is not crucial. In fact, using very large or small values for the threshold parameters is not recommended. For example, part (a) of Figure 5.3 which shows the accuracy for the CCP framework batch assignment, illustrates that the method does not work well when the threshold parameter $\theta$ is very large. It is naturally expected because all the batches of instances will be assigned to one classifier in this case and no use of recurring concepts is made. Only incremental learning will be done, which is not expected to perform well on the concept drifting datasets. Although the CCP batch assignment has low dependency on the threshold parameter, its performance (accuracy) degrades considerably without using the merging process. Figure 5.3 indicates that the merging process improves the accuracy substantially for the sensor dataset. We claim that the merging process can be effective for other large datasets, too. This result can be obtained by comparing the two curves of the parts (a) through (d) of Figure 5.3. The accuracy of the methods with the merging process is more than about 60% - 70% better in comparison with the methods without the merging process. For reasonable threshold parameters (not very small or large), no value of the threshold parameters leads to a competitive accuracy to the ones with the merging process. This means that using the merging process is crucial even if the parameters are tuned very well.

The sensitivity of the threshold parameters for the other datasets can be seen in Figure 5.4. Parts (a) through (d) of Figure 5.4 shows the accuracy
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(b) Exact Bayesian

(c) Bayesian

(d) Heuristic

Figure 5.3: Effect of the merging process on sensor dataset for all batch assignment methods.

of the different batch assignment methods in conjunction with the merging process and the weighted classifiers method for classification. For the exact Bayesian and the Bayesian methods, $\theta_1'$ and $\theta_2'$ are included instead of $\theta_1$ and $\theta_2$, where $\theta_i = 2r \log(\theta_i')$ and $r$ is the batch size. The sensitivity is more than that of the sensor dataset. The parameters should not be set to very large or small values. However, the parameters of the proposed method can be chosen from a specified range of values.

Sensitivity of the weighted classifiers method to parameter $\beta$

Figure 5.5 (a) and (b) show the accuracy of the weighted classifiers method for different values of the parameter $\beta$ and on the elist and spam filtering datasets. Because of the similarity of their trends, we do not include the other two datasets plots. The results are shown for the four batch assignment methods. As can be seen, the sensitivity of the weighted classifiers method to $\beta$ is very low for both datasets. Only when this parameter is set to 1, the accuracy will be different, but the interval consists of the val-
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Figure 5.4: Sensitivity of the different methods to the threshold parameters. (a) Pure CCP, (b) – (d) The proposed batch assignment methods in conjunction with the merging process and the weighted classifiers method.

ues in (0, 1). The results of the weighted classifiers method for the elist dataset, which contains sudden concept drift, outperform the active classifier method, for all values of β. When β is less than 1, the results are even better. For the spam filtering dataset, which contains gradual concept drift, the results of the weighted classifiers method for all values of β and the active classifier method are almost the same.

5.3 Conclusion

In this chapter, we proposed the PASC framework that aims to classify data streams in the presence of recurring concepts. A pool of classifiers is updated according to consecutive batches of instances. Each classifier in the pool is a representative of a concept. One new classification method and three batch assignment methods were introduced and compared with the
existing approaches in the CCP framework. Also, a merging process was introduced. Experimental results showed that our batch assignment, classification and merging methods improve the results on datasets with arbitrary attributes, large size, and containing sudden concept drift. In addition, the parameter setting of our method was shown to be simple according to the general properties of the datasets or a specified range of values. We used almost the same parameters for all different datasets. We can still improve the proposed framework by introducing more automatic parameter selection approaches, and more dynamic pool management operations rather than just a simple merging procedure. One may think of other similarity measures with less time complexity or better performance for the batch assignment or in the merging process.
Chapter 6

Graphical Modeling of Recurrent Concept Streams

As explained in the previous chapter, all of the existing approaches handling recurrent concepts maintain a pool of concepts/classifiers and use that pool for future classifications to reduce the error on classifying the instances from a recurring concept. While this approach is useful, it does not keep the knowledge of transitions between the concepts. Keeping the transitions between the concepts can help us in a faster and more accurate prediction, as well as in extracting patterns of behavior in a given application domain. To make it more clear, we give an example of concept transition in an online store: Most of the users tend to buy specific items on Valentine’s day, and probably they come back a few weeks to buy other items for Mother’s day. Once the learner has detected these concepts and trained on some users, it can predict their behavior and suggest relevant items for Mother’s day whenever Valentine’s day occurs in the following years.

On the other hand, the number of classifiers in the pool usually grows very fast as the accurate detection of an underlying concept is a challenging task in itself. Current recurring concept methods manage the memory by taking a fixed size classifier pool. Many of the methods create a new classifier for each data batch, which leads to a filled pool already at very early stages. Thus, they need to deal with removing one or several of classifiers in the pool once new data batches arrive. As the data is provided in small chunks, there may be many concepts in the pool representing the same underlying concept. There has been several studies in the literature on managing the size of classifier ensembles [98, 99, 124, 87], however, none of them consider merging the concepts instead of removing the least effective classifiers. This is where our proposed merge method comes into play. The intuition behind merging concepts is that, as each classifier is initially based on a small set of instances, there may be several classifiers in the pool distinguished as separate concepts, but all belong to one stable concept af-
ter receiving enough data. Also, one larger concept may be seen in several smaller subconcepts, and by receiving more data, the subconcepts can be merged together.

This chapter proposes a new classification framework to deal with the recurrent concepts challenge and to refine the pool of concepts by applying a merging mechanism whenever necessary. GraphPool not only keeps the concepts but also maintains the transition among concepts via a first-order Markov chain. Keeping these transitions helps to quickly recover from drifts in some real-world problems with periodic behavior. The proposed framework consists of several steps:

1. A conceptual representation is used to extract a comparable summarization of concepts. This representation is a generalization of the conceptual vectors proposed in the CCP framework [92]. In contrast to the CCP framework, it takes into account the correlations in feature space. Unlike the CCP framework that uses the Euclidean distance and a user-defined domain-specific similarity threshold, we use a likelihood multivariate statistical test to check the similarity of the new batch and the existing conceptual representations. The proposed statistical test measures whether the entropy of the combined concepts is different from the entropy of each concept alone.

2. All the conceptual vectors and their corresponding classifiers are stored in a first-order Markov chain graph. Keeping these transitions will help in classifying recurrent concepts correctly. The weights of links are computed based on the frequency of traversing from one concept to another, adjacent one. Thus, the graphical model keeps some extra information about the drifts in addition to the concepts. We use the resulting graphical pool to classify the test data by taking the most likely concept or the majority vote of all adjacent concepts to the current state.

3. To manage the pool size and also to enhance the generalization of the concepts, a merging method is proposed. Merging concepts aims to increase the efficiency of the proposed method while generalizing the concepts that are detected to be similar to each other by the similarity measure. To the best of our knowledge, this is the first work that, instead of adding and removing concepts, actively uses a merger to control the pool size.

There is another closely related task, the so-called sequential supervised learning, that one may find some similarities with our problem, but it is still different in nature. Sequential classification methods also consider non-stationary data with discrete transitions among distributions with the Markov property [44]. However, in sequential supervised learning, the
entire sequence is available before we make any predictions of the class. That is totally different from data stream mining, where we only have seen instances up to the current point in time. One successful method in sequence classification is called Input-Output Hidden Markov Models (IOHMM) [13]. IOHMMs are non-homogeneous Markov chains, i.e., the emission and transition probabilities depend on time and input. Unlike traditional HMMs that represent only the distribution of output sequences, IOHMMs use a supervised discriminative training algorithm to represent the conditional sequence of output sequences given corresponding input sequences. IOHMMs typically use complex nonlinear emission and transition distributions based on neural networks and apply Expectation-Maximization (EM) to train all the hidden variables; therefore, the method suffers from high computational complexity. Also, the topological structure of an IOHMM, i.e., the number of states and admissible transitions between different states, needs to be determined prior to its training, which is not possible in our problem setting as we are not aware of the number of concepts in advance.

6.1 Graphical representation of classifier pool

As introduced above, the basic idea of our method is to keep track of concepts and their transitions by graphical modeling. Graphical modeling of concepts is one way of modeling the behavior of an environment and should help to detect recurring concepts quickly. It could also be beneficial for extracting patterns in some applications, e.g., the weather forecast or the stock market. Each concept in the model is represented by a concept representative vector extracted from the data and a corresponding classifier. We assume that the batch size is small enough to contain only stationary instances. Then we find the best normal distribution approximation on the data batch; hence, the concept representative vector keeps the mean and covariance matrix of the data for each class. We extract the conceptual vector for each batch of data and compare it to the other concepts in the pool. The comparison is made by a multivariate statistical test. If the test indicates high statistical significance, a new concept is added to the pool. Otherwise, if the current batch is similar to only one concept in the pool, the corresponding concept will be updated. There may be some cases that the new batch is similar to more than one concept in the pool. In these cases our method benefits of a merge procedure. The merge procedure helps to generalize the concepts and combine those concepts which in the first attempt were mis-detected as different concepts due to the lack of sufficient data. This may happen because data batches should be stationary and contain only one concept, and thus, the batch size is chosen to be small. Therefore, it is very likely to encounter a concept in several batches, but each time some different part
of the concept. This leads to detect each batch as a new concept in the early stages. However, after some time, by receiving more and more data, the batch may contain some instances, which connect these separated parts. At this point, there may be two or more concepts in the pool, which are similar to the current batch. When this happens, we will merge all those concepts and update the graphical representation by reducing vertices, updating the conceptual vector, the classifier, and merging their edges and edge weights. In the following subsections, we will explain our conceptual representation and graphical pool modeling. Then the statistical test that checks the similarity of conceptual vectors will be explained. Finally, we show how the merging procedure works.

6.1.1 Conceptual representation

The idea of extracting a conceptual vector from each batch of data was first presented in the Conceptual Clustering and Prediction (CCP) framework [92]. CCP makes two main assumptions on extracting conceptual vectors: (1) attributes are independent, (2) continuous features are drawn from the normal distribution. In this chapter, we release the first assumption as it is not valid in many real-world data. To overcome this limitation, we calculate the mean vector and covariance matrix of attributes for each class, instead of just extracting their mean and variance. In this way, we keep the dependencies among the attributes and consider them while checking for the similarity of two concepts. Considering the correlation between attributes will help us in a more accurate estimation of the data and also in the correct detection of those drifts which happen in feature dependencies.

6.1.2 Pool representation

The classifier pool is represented by a first-order Markov chain. The states contain a conceptual representation and their corresponding classifier. State \( i (S_i) \) is connected to state \( j (S_j) \), if concept \( j \) occurs exactly after concept \( i \). The transition weight of \( S_i \) to \( S_j \) is the probability of the transition from concept \( i \) to concept \( j \) when we are at \( S_i \), which is \( P(S_j|S_i) \). Keeping these state adjacencies and transition weights will help us in classifying test data.

6.1.3 Similarity measure

Let \( x^t_i \) denote the \( i^{th} \) instance of batch \( t \). Due to the central limit theorem, we can approximate the distribution of instances as a normal distribution from \( N(\mu^t_c, \Sigma^t_c) \) for each class \( c \), if the number of instances is large enough. Making this assumption, we use the likelihood ratio as a testing criterion to
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check whether two batches (concepts) are significantly different. The like-
lihood ratio compares the within-covariance of the population \((\hat{\Sigma}_t)\) with
its between-covariance \((\sum_{t} N_t (\bar{x}_t - \bar{x})(\bar{x}_t - \bar{x})^T)\). \(\bar{x}_t\) is the mean of popu-
lation \(t\) and is calculated by \(\bar{x}_t = \frac{1}{N_t} \sum_{i} x_i\) and \(\bar{x} = \frac{1}{N} \sum_{t,i} x_i\) is the total
mean of all instances to be compared. \(N_t\) is the number of instances in the
population \(t\) and \(N\) is the total population. Consequently, the likelihood
ratio \(\lambda\) is calculated as [7]:

\[
\lambda = \frac{|N \hat{\Sigma}_t|}{|N \hat{\Sigma}_\omega|}, \quad \text{where} \quad (6.1)
\]

\[
N \hat{\Sigma}_t = \sum_{t,i} (x_i^t - \bar{x}_t)(x_i^t - \bar{x}_t)^T, \quad \text{and} \quad (6.2)
\]

\[
N \hat{\Sigma}_\omega = \sum_{t,i} (x_i^t - \bar{x})(x_i^t - \bar{x})^T. \quad (6.3)
\]

We can simplify equation (6.2):

\[
N \hat{\Sigma}_t = \sum_{t,i} (x_i^t - \bar{x}_t)(x_i^t - \bar{x}_t)^T
\]

\[
= \sum_{t,i} (x_i^t x_i^T - \bar{x}_t x_i^T - x_i^t \bar{x}_T + \bar{x}_T \bar{x}_T)
\]

\[
= \sum_{t,i} x_i^t x_i^T - \sum_{t} (\bar{x}_t \sum_{i} x_i^T + (\sum_{i} x_i^t) \bar{x}_T - \sum_{i} \bar{x}_T \bar{x}_T)
\]

\[
= \sum_{t,i} x_i^t x_i^T - \sum_{t} (\bar{x}_t N_t \bar{x}_t T + N_t \bar{x}_T \bar{x}_T - N_t \bar{x}_T \bar{x}_T)
\]

\[
= \sum_{t,i} x_i^t x_i^T - N_t \bar{x}_T \bar{x}_T.
\]

Also, equation (6.3) can be rewritten as:

\[
N \hat{\Sigma}_\omega = \sum_{t,i} (x_i^t - \bar{x})(x_i^t - \bar{x})^T
\]

\[
= \sum_{t,i} (x_i^t x_i^T - \bar{x} \sum_{i} x_i^T + (\sum_{i} x_i^t) \bar{x}_T - \sum_{i} \bar{x}_T \bar{x}_T)
\]

\[
= \sum_{t,i} x_i^t x_i^T - N \bar{x}_T \bar{x}_T
\]

\[
= \sum_{t,i} x_i^t x_i^T - \sum_{t} N_t \bar{x}_T \bar{x}_T + \sum_{t} N_t \bar{x}_T \bar{x}_T - N \bar{x}_T \bar{x}_T
\]

\[
= N \hat{\Sigma}_t + \sum_{t} N_t (\bar{x}_t - \bar{x})(\bar{x}_t - \bar{x})^T.
\]
ALGORITHM 9: Merging algorithm

Input: a set of similar concepts, current graph, current data batch

initialize MergedVertex to the first concept of similar concepts set

for each remaining vertex v in similar concepts set do
  for each vertex u in which v is in its neighborhood do
    if MergedVertex is in u’s neighborhood then
      update and normalize corresponding Transitionweight
      remove v from u’s neighborhood
    else
      add MergedVertex instead of v to neighbors of u
      add u to neighbor set of MergedVertex
  for each w in v neighborhood do
    if w is in MergedVertex’s neighborhood then
      update corresponding Transitionweight from MergedVertex to w;
    else
      add w to MergedVertex neighborhood with its corresponding weight
      remove v from w neighborhood
  normalize transition weights from MergedVertex
update MergedVertex with all similar concepts (due to corresponding Conceptual Vector and Learner)
update MergedVertex with current batch
remove all vertices of similar concept set from pool

Now, by these simplifications in the within-covariance and between-covariance, it is straightforward to calculate λ from our conceptual representation vectors. When the null hypothesis is true (μ(1) = μ(2)), λ from equation (6.1) is distributed as Wilk’s lambda distribution: \( U_{m,q-1,n} \), where \( n = N - q \) and \( m \) is the number of attributes and \( q \) is the number of populations (here 2) \[127\]. Wilk’s lambda distribution is a multivariate generalization of the F-distribution. It is the ratio of two independent Wishart distributed variables, the underlying distribution of the determinant of the covariance matrix. If the number of instances, \( n \), is large enough, we may assume \(-(n - 1) \log \lambda \) is distributed as \( \chi^2 \) distribution with \( m(q - 1) \) degrees of freedom (this estimation is valid when the number of observations is greater than 20 \[7\]). This test is done for each possible class value, and if there is a significant difference in one of them, we decide that the new batch contains a new concept.

6.1.4 Merge concepts

If the statistical similarity test detects two concepts are not significantly different, we take them to be similar with respect to current knowledge and the
next step is to merge them. Merging consists of several steps (Algorithm 9). First, the two conceptual representations should be merged. The proposed conceptual representation model facilitates the merge. We can substitute the new conceptual representation by the linearity feature of mean and covariance. The new mean is calculated from $\mu_i \times N_i + \mu_j \times N_j / (N_i + N_j)$, and the new covariance is obtained from $(N_i - 1) \times \text{Cov}(X_i, Y_i) + (N_j - 1) \times \text{Cov}(X_j, Y_j) / (N_i + N_j - 2)$. In case of interest, the linearity feature can facilitate weighing more on the most recent concept than the older ones by adding a decay factor.

The next step is to merge the classifiers. Any classifier that can be merged in the absence of training data can be used. Here, we use the Naïve Bayes Updateable classification algorithm. As Naïve Bayes keeps posterior statistics of feature occurrence for each class, we can easily merge them in the absence of data batches.

The last step in the merge procedure is to merge the transition links of these two concepts in the Markov graphical model. To illustrate this, we give an example (Figure 6.1). Assume the current snapshot of the concept graph is the first graph in Figure 6.1, and the statistical similarity test has indicated that $c_2$ and $c_4$ are similar to the newly arriving batch of data. Now, these two vertices should be merged according to our approach. Assume the merged concept is called $c_M$. For each concept in the pool, we keep two arrays: the array of Neighbors, which contains the outward links of the concept, and the array of InNeighborsOf, which consists of inward links to the concept. First, the links in Neighbors list of those concepts which have the transition link to $c_2$ and $c_4$ are replaced by $c_M$. Then the Neighbors list of the new concept is updated. In the updating process, we distinguish three
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different cases:

1) The concept is only in the neighborhood of one of the concepts to be merged (e.g., \(c_7\) and \(c_8\)). This is an easy case, as we transfer this concept to the new \textit{Neighbors} list, keeping its weight.

2) The concept is in the neighborhood of both concepts (e.g., \(c_5\)). Again, this concept is transferred to the \textit{Neighbors} list of the new concept; however, its transition weights are summed up.

3) The other concept which should be merged with is in the \textit{Neighbors} list (e.g., \(c_4\) is in the list of \(c_2\) and vice versa). This makes a loop case. Therefore, in the current example, the weight of the loop over \(c_M\) is the summation of weights of the \(c_2\) to \(c_4\) link, the \(c_4\) loop, and the \(c_4\) to \(c_2\) link.

One should consider that to make the summation meaningful, and we sum up the number of times the transition is traversed, not the probability. In the previous example, assume the probability of the link between \(c_4\) and \(c_5\) is 0.1 and number of traversals is 100, and the probability of the link between \(c_2\) and \(c_5\) is 0.2, and the number of traversals is 20. It is clear that taking the average of the probability while ignoring the number of traversals would give the wrong results.

Relatively close to our merging mechanism, some researches keep track of cluster evolution in the context of spatio-temporal clustering \cite{91,167,132,133,68}. These approaches trace changes in clusters and evaluate whether a cluster has been disappeared, or its members have been migrating to other clusters; or whether a new emerging cluster reflects a new group or it rather consists of existing clusters. MONIC \cite{167} is one of the first frameworks, which models and tracks those cluster transitions. Its transition tracking mechanism is independent of any clustering algorithm and is based on the content of the underlying data stream. However, its need for post-processing clustering results at each time slot makes it infeasible for real-time problems. TRACDS \cite{68} enhances MONIC by incrementally constructing a transition-count matrix whenever an instance is assigned to a specified cluster. The MEC \cite{133} framework uses a transition detection algorithm and a tracking mechanism and keeps a taxonomy of various types of clusters’ transitions. However, these methods are unsupervised and fundamentally different than our method. In the context of data stream classification, some methods combine micro-clustering and classification algorithms \cite{3,119}. In order to cover concept evolution, these methods benefit from a simple merging mechanism of micro-clusters.

6.1.5 Classifying a new batch of data

Let \textit{CurrentState} denote the current state at time \(t\) when data batch \(X(t)\) is received to be classified. There could be two approaches for the classification of instances: using a single classifier or using a weighted majority vote (Algorithm 10). In the single classifier prediction method, we choose the
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ALGORITHM 10: Classify new data batch

Input: $X(t)$: instances of batch $i$, $CurrentState$ of the Pool

1 if There is no concept in the neighborhood of $CurrentState$ then
2 Test $X(t)$ on $CurrentState$'s classifier
else
3 switch classification method do
4 case single classifier do
5 Find the concept with the highest link’s weight in the neighborhood of $CurrentState$
6 Test $X(t)$ on its corresponding classifier
7 case voted majority do
8 for All concepts in the neighborhood of $CurrentState$ do
9 Get the weighted vote of their corresponding classifier based on the link’s weight

most probable concept in the neighborhood of the $CurrentState$ and use its corresponding classifier to predict the label of the new batch. In contrast, in the weighted majority vote method, we take the vote of all the classifiers of the concepts in the neighborhood of $CurrentState$ with respect to their transition weights. If there is no classifier in the neighborhood, we take $CurrentState$ as the potential concept for the following batch.

6.1.6 GraphPool algorithm

In this section, we explain Algorithm 11 and put together all the parts explained so far. In the beginning, the pool is empty, and the current state is null (line 1-2). So, for the first batch of data, a new concept is added to the pool and the current state points to that (lines 5-8). For the next batches of data, we first look at the current state’s links and based on whether the classification method is single classifier or majority vote, we choose the most likely concept or a weighted vote of all concepts in the neighborhood to predict the label of the new batch (Algorithm 10). If there is no classifier in the neighborhood, we take the current state as the potential concept for the following batch.

After receiving labels of the new batch, the conceptual vector is calculated and compared to the concepts available in the pool (lines 3-4):

1) If there is no similar concept to this batch in the pool, it should be added as a new concept to the pool and connected as a neighbor to the current state. Then the transition link weights of the current state are normalized (lines 9-13).

2) If there is only one concept similar to the current batch ($V_j$), its conceptual representation and classifier are updated in a straightforward way; and the transition link between the current state and $V_j$ is created, if it does
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Algorithm 11: GraphPool algorithm

Input: $B(t) = (X(t), Y(t))$: labeled instances of batch $i$
1 Pool = $\phi$
2 CurrentState = $\phi$
3 make Conceptual Vector on $B(t)$
4 Compare the current Conceptual Vector with the concepts in the pool
5 if Pool is empty then
6 \hspace{1cm} train a classifier on $B(t)$
7 \hspace{1cm} add a new vertex ($j$) to the Pool
8 \hspace{1cm} update CurrentState to $j$
9 else
10 \hspace{1cm} if number of similar concepts = 0 then
11 \hspace{2cm} train a classifier on $B(t)$
12 \hspace{2cm} add a new vertex ($j$) to the Pool
13 \hspace{2cm} add $j$ to the neighbors of CurrentState and adjust their weights
14 \hspace{2cm} update CurrentState to $j$
15 else if number of similar concepts = 1 then
16 \hspace{3cm} update Conceptual Vector and classifier of the similar concept (Vertex $j$)
17 \hspace{3cm} if Vertex $j$ is in the neighborhood of CurrentState then
18 \hspace{4cm} update the weight of link between CurrentState and $j$
19 \hspace{3cm} else
20 \hspace{4cm} add $j$ vertex to CurrentState neighborhood
21 \hspace{3cm} adjust weights of link from CurrentState to its neighbors
22 \hspace{3cm} update CurrentState to $j$
23 else if number of similar concepts > 1 then
24 \hspace{3cm} execute the merging method (Algorithm 9)
25 \hspace{3cm} update CurrentState to MergedVertex

not exist yet; or only its weight is updated, if it already exists (lines 14–20).

3) There is more than one concept similar to the current batch. As described in Section 6.1.4, we merge all these concepts into one concept, including the new batch (Algorithm 9). The graph transition update process is done as explained in the example of the previous section: For each concept to be merged, first substitute it for the merged concept in all other vertices. Then, update the neighborhood list of the merged concept.

6.1.7 Details of the GraphPool implementation

In the implementation of the GraphPool method, we faced some exceptional cases that led to adding some details to the implemented method:

- Remove noise in covariance matrix: In some real-world datasets, there were batches for which the magnitude of the covariance of the features was very small. To remove the noise in the corresponding batch
6.2 Experimental results

In this section, we present the results of the proposed method (GraphPool) on synthetic and real-world datasets. Experiments are done in a sequential way, which means each batch of data is first taken as test data and labeled by the current model; in the next time slice, the batch and its real labels are used to update the model. All the algorithms are implemented in the WEKA [70] or MOA [17] workbench and the average of accuracy, precision, recall and F-measure over all the batches are reported for each method in Table 6.2.

6.2.1 Datasets

We run the experiments on both synthetic and real-world datasets. Synthetic datasets are generated to cover different types of drifts. Three real-world datasets have been used in the experiments: Electricity, Sensor data,
and US weather. Characteristics of the datasets are shown in Table 6.1. In the following we introduce each dataset:

- Moving hyperplane: One common synthetic dataset is based on a moving hyperplane [83]. A moving hyperplane in \( d \)-dimensional space is denoted by \( \sum_{i=1}^{d} a_i x_i = a_0 \). We label examples satisfying \( \sum_{i=1}^{d} a_i x_i \geq a_0 \) as positive, and the rest as negative. In order to have the possibility of data visualization, we generated hyperplanes in 2-dimensional space, consisting of one million uniformly distributed random instances. There is 5% uniformly distributed noise in the dataset. Figure 6.2 visualizes the sudden drifting dataset. It consists of 3 concept drifts that occur at points 250,000, 500,000 and 750,000. The concept from \( T_1 \) to \( T_{250} \) is fixed; then at \( T_{251} \), a new concept occurs, which lasts until \( T_{500} \). At \( T_{501} \) and \( T_{751} \) the first and the second concepts reoccur respectively. On the other hand, the second dataset (Figure 6.3) contains both gradual and sudden drifts. Gradual drift occurs after each instance. Figure 6.3 represents how the hyperplane moves over the batches of data; from the first instance to 125,000 (\( T_{125} \)) there are slight changes in the concept after receiving each instance; then, there is a sudden drift to a previously seen concept at \( T_{126} \). Again, slight gradual changes move the hyperplane until we receive the batch \( T_{250} \). At \( T_{251} \), the concept is exactly the inverse of the concept in the first batch. We repeat this pattern three more times to obtain one million instances.

- Waveform: Another synthetic dataset is a stream of three waveform types with 21 attributes. We have used the MOA framework [17] to generate this dataset. First, we generated 200,000 instances using MOA; then, we permuted the labels in the following order: \( c_1 \rightarrow c_2, c_2 \rightarrow c_3, c_3 \rightarrow c_1 \) to generate the next 200,000 drifted instances. For the next 200,000 instances, another permutation was done on the labels of the original data with the order of \( c_1 \rightarrow c_3, c_2 \rightarrow c_1, c_3 \rightarrow c_2 \). Finally, the first 400,000 instances were repeated to cover recurrent concepts.

- Gaussian [4]: This dataset was first proposed and used by Elwell and Polikar [47]. It has four classes, and each class is drawn from a Gaussian distribution and has gradual but independent drifts over time. The dataset includes class addition and removal as well; class \( c_4 \) appears at instance 2387 for the first time, and class \( c_1 \) appears at instance 3580 for the last time.

- Electricity [71]: The data was collected from the Australian New South Wales Electricity Market from 1996 to 1998 at 30-minute intervals.

\[ \text{http://users.rowan.edu/~polikar/research/NSE/} \]
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Figure 6.2: Snapshots of sudden drifting Hyperplane, illustrating concept mean vectors and the evolution of concept transition graphs. Red and green dots are data of the two classes and blue star and purple square points are mean vectors of concepts currently in the pool. Each time step represents 1000 instances.
Figure 6.3: Evolution of classifier pool on Hyperplane dataset (with gradual and sudden drift). This snapshot contains gradual drift from the first batch ($T_1$) until the sudden drift at $T_{251}$. Data points are shown as red and green dots. Blue stars and purple squares indicate the mean vector of current concepts in the pool. Each time step represents 1000 instances.
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intervals. The purpose is to predict if the price goes up or down regarding the last 24 hours. We have used the normalized version of dataset.

- Sensor: This dataset contains the temperature, humidity, light, sensor voltage and sensor location of 54 sensors in the Intel Berkeley Research Lab in March 2004. There should be a report every 31 seconds; however, there are several missing epochs in the report. The purpose is to predict if the temperature increases until the next measurement (in less than 60 seconds) or stays the same or goes down. If the next epoch is missing, the class is set to equal. Note that the variations in the sensor voltage are highly correlated with the temperature. Also, the change in the light or temperature of a sensor during day and night causes some drifts.

- Weather: The U.S. National Oceanic Atmospheric Administration (NOAA) has reported weather measurements on a daily basis since the 1930s. We have chosen all the stations in the U.S., which have available reports for more than 40 years. We follow the procedure used by Elwell and Polikar to prepare the dataset. Seven measurements were selected based on their availability, eliminating those with a missing rate above 10%. Missing values were replaced by the mean of features. The features of the dataset are latitude, longitude, and elevation of the station, and seven measurements (e.g., temperature, pressure, wind speed, etc.). The target is a binary indicator of rain: 28.53% positive and 71.47% negative in this dataset.

6.2.2 Methods of comparison and parameter setting

We compare the performance of the proposed method to the most well-known data stream classification approaches in the literature. In all experiments, the base classifier of all methods is Naïve Bayes, and in our method, the updateable version was used. Another parameter is the batch size: On real-world datasets and Gaussian, the batch size is set to 100 instances, and on the other synthetic datasets, it is set to 1000. GraphPool has a p-value parameter, which is set to 0.01 for synthetic datasets and to make the algorithm more confident about the dissimilarities and reduce potential false alarms, it is set to 0.001 for real-world datasets. Also, the epsilon for noise removal is 0.001 in all experiments. In the following, we explain the chosen

http://sourceforge.net/projects/moa-datastream/files/Datasets/Classification/

*Raw data was extracted from http://db.csail.mit.edu/labdata/labdata.html
*Raw data was extracted from ftp://ftp.ncdc.noaa.gov/pub/data/gsod/
parameters of each method:

- Recurring Concept Drift framework (RCD)\cite{66}: The buffer size is set to the window size. The maximum size of the ensemble is set to 100. EDDM \cite{10} is used as the drift detection method, as previous experiments have shown that it produces better results \cite{66}. The multivariate non-parametric test is kNN with $K = 7$, and the p-value is 0.01, which are the default values in MOA. We tested if on real-world datasets decreasing the p-value to 0.001 would help the algorithm. The results on the tested datasets were slightly worse (except for Sensor, on which the results were slightly better). So, we report the results for 0.01.

- Pool and Accuracy based Stream Classification (PASC): We choose the CCP batch assignment, as the experiments show it has better accuracy in general on different types of datasets and is the fastest method. To classify the new batch, we use the so-called active classifier method that is to use the current single classifier. The maximum number of classifiers in all experiments is set to 100. The method has a $\theta$ parameter in the batch assignment, which is used in measuring the similarity of conceptual vectors. Finding the best $\theta$ for each dataset is challenging, as it can take any positive number; and this choice has a substantial effect on the accuracy of the method. For example, if on the Hyperplane dataset we choose 2.5 instead of 0.1, the accuracy degrades by about 20%. In our experiments, we tested several values and got the best results with $\theta = 0.1$ on Hyperplane (both sudden drifting dataset and the gradual-sudden drifting one) and $\theta = 2.5$ for the rest of the datasets.

- Learn++.NSE\cite{47}: We use the error-based forgetting mechanism. The maximum ensemble size is set to 100 in all experiments (reducing the ensemble size to 10 on synthetic datasets did not help in the performance). There are two more parameters in weighting, for which we use the values suggested in the paper: sigmoid slope is 0.5, and the sigmoid crossing point is set to 10.

- OzaBagAdwin\cite{18}: This algorithm is not specifically designed for recurring concepts, but it has been used widely in data stream classi-
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The only parameter we have to set is the ensemble size. In the first experiments, we set the parameter to 100 for all datasets, but experiments showed that on synthetic datasets it has much higher accuracy when the ensemble size is reduced to 10.

- Dynamic Weighted Majority (DWM): We set the punishment factor to 0.1; the minimum fraction weight of each model to 0.01; the maximum size of the ensemble is set to 100, and the period between classifier creation/removal is set to the window size. The batch-wise accuracy of DWM fluctuates a lot even on simple synthetic datasets. Decreasing the ensemble size did not have any visible effect. When we increased the period between the creation/removal of classifiers, the fluctuations were reduced. However, it is a trade-off with performance. Finally, we decided to report better performance, which was when the period was set to the window size.

6.2.3 Proof of concept

We start the evaluation of the GraphPool algorithm with experiments on the moving hyperplane data. The first experiment tests the effectiveness of the statistical similarity measure. Figure 6.2 shows the steps of expanding the classifier pool over time on the sudden drifting dataset. The red and green dots in the plots show the data at the corresponding time slice. The means of conceptual vectors are indicated by blue and purple points on the data representation. As it can be seen, at $T_1$ the first concept is added to the pool with no link. Up to batch $T_{250}$, the similarity measure finds concepts similar to the available concept; therefore, only a link to the current concept is created. At $T_{251}$, the similarity test detects a sudden drift. The new concept is added to the pool and, the weights of links are also updated. Up to $T_{500}$, there is no drift and a self-loop is added to the second concept. At $T_{501}$ and $T_{751}$, these concepts reoccur suddenly, and the algorithm handles them properly and updates the graphical pool links accordingly.

In Figure 6.3, the experiment is repeated on the Hyperplane dataset with both gradual and sudden drift. This experiment tests the effectiveness of the merging method as well as the statistical similarity test. Again, the first snapshot is taken at $T_1$ with the only concept in the pool. The gradual drift moves the hyperplane slowly up to $T_{125}$, and the similarity test detects 7 different concepts until then. By the recurrence of one previous concept at $T_{126}$ (almost the same as the concept at $T_{50}$), a new concept is added temporarily, however, vanishes and is merged in the next steps (look at the backward link between concept 6 and 5 in $T_{250}$). The gradual movement of the hyperplane continues, and the graphical model of the pool is updated until $T_{250}$, when it reaches the inverse concept from the beginning. At $T_{251}$, a sudden drift causes a return to the first concept, and we see from the graph...
Figure 6.4: The upper plot represents the concepts’ life cycles on the HyperPlane data with gradual and sudden drifts. The X-axis indicates data batches of size 1000, and the Y-axis is the unique concept ID. Red dots show the creation or reappearance or the merge point of another concept with the corresponding concept. The black cross denotes the disappearance of a concept by merging with another concept. The lower plot shows the histogram of pool sizes at each data batch.
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of the pool that the algorithm finds the correct concept and links the last one to the first concept. The top plot in Figure 6.4 shows the life cycle of each concept. The Y-axis indicates the unique ID of a concept and the first red dot for each value in Y-axis shows the times the concept was created first. The other red dots show the times another concept was merged with this concept or the concept has reappeared. The black cross shows the time a concept vanishes, if ever. Apart from the short-term concepts, we can see that a pattern in the concept usage is repeated for every 250 batches. These short-term concepts can be viewed as a short-term memory to recognize a concept more precisely. The second plot in Figure 6.4 shows the number of concepts in the pool at each time slice. This shows that the number of short-term concepts does not grow arbitrarily.

On the next experiment, we evaluate the effectiveness of using the co-variance representation versus variance (Figure 6.5). To test the impact of using covariance, we generated a two-class random multivariate normal distribution with three features. To have control over the covariance matrix values, we used the vine method [109] to generate a random correlation matrix in a specified interval. By generating random feature variances in a definite interval, we can convert the random correlation matrix to a covariance one. To include concept drifts, we rotate the covariance matrix by a random angle and shift the mean vector by a small vector. In the following experiment, we have generated 10 concepts and for each 10,000,000 instances. In total, we have generated 1,000,000 instances from these concepts. The experiment is repeated for three different correlation intervals: low correlation ([0, 0.2]), medium correlation ([0.4, 0.6]) and high correlation ([0.8, 1]). Figure 6.5 illustrates the life cycle of concepts that appear in the pool with the batch size of 1000. As we can see, the stronger the correlation between features are, the more short-term concepts appear in the pool if we ignore the covariance modeling and only consider the variance of features. This is evidence for the benefit of covariance in better-approximating data.

6.2.4 Performance analysis

In this section, we compare GraphPool to the other methods in the literature in terms of classification performance as well as time and resource complexity.

Classification results analysis

Figure 6.6 shows the accuracy of all the comparison methods on datasets. On synthetic datasets, plots illustrate batch-wise accuracy, but due to many drifts in real-world datasets, the batch-wise accuracy fluctuates a lot. Thus, we have plotted the accumulative accuracy for real-world datasets. We have also excluded DWM from the batch-wise accuracy plots, because of too
Figure 6.5: Concepts’ life cycles of GraphPool variations: Left column illustrates variance representation life cycles and right column belongs to the covariance representation on the same dataset. Correlation between features differs in each row from $[0, 0.2]$, $[0.4, 0.6]$, and $[0.8, 1]$ (top to bottom), respectively. The batch size is 1000.
Figure 6.6: Accuracy of different algorithms on synthetic and real-world datasets. Synthetic dataset plots show batch-wise accuracy, while Electricity, Sensor and Weather plots illustrate accumulative accuracy over seen batches. Each batch size is set to 100, except for HyperPlane and Waveform, where the batch size is set to 1000.
many fluctuations which made the plots unreadable, but the results are reported in Table 6.2. As we can see, GraphPool has the best or nearly the best accuracy on all tested datasets, synthetic and real-world. On synthetic datasets, one can clearly notice that GraphPool recovers very quickly after each sudden drift. This is not the case for RCD and OzaBagAdwin. Methods with a fixed-size ensemble of classifiers, e.g., OzaBagAdwin, need more time to forget the previous concepts and converge to the new one.

Although Learn++.NSE performs quite similar to GraphPool on synthetic datasets, on real-world datasets its performance is much worse, and it does not even finish the experiment successfully on the Weather dataset. Our method performs better than PASC on many of the datasets, however, on some real-world datasets, it performs slightly worse in terms of accuracy. Looking at the other performance measures, one can see even if the accuracy is slightly worse, the recall or F-measure is still better (e.g., on Weather in Table 6.2) and the method is still comparable. We need to recall that PASC faces the challenge of setting a domain-specific parameter, which has a substantial effect on the performance, but this issue is resolved in GraphPool. Also, PASC does not extract the concepts’ connections, and finding repetitive patterns in drifts is not possible.

Table 6.2 reports the average accuracy, precision, recall, F-measure, and the running time of all methods. The average of precision and recall is calculated over all batches of data and for all the classes, and the average F-measure is computed as \( \frac{2P_{avg}R_{avg}}{P_{avg}+R_{avg}} \).

We should remark that the Electricity dataset has been used as a popular benchmark in testing many of adaptive classifiers, but a recent study shows that there is a strong temporal dependency in this dataset [19]: If we use a naïve baseline that ignores all the features and predicts the next class label only based on the current label, the accuracy on Electricity dataset will reach 85.3% (Table 6.3). However, we can see that on synthetic datasets where there is no temporal dependency, the accuracy of the so-called no-change classifier is the same as a random classifier. None of the methods of comparison in our previous experiments as well as our proposed method consider temporal dependencies, that is, they all assume instances are independent. If one is interested to include temporal dependencies, a simple wrapper method (SWT) has been proposed in the literature [19] and it still is an open problem.

**Time and resource complexity**

The last column in the table shows the pool size in GraphPool after processing all the batches. For a better visualization of time complexity, we have plotted a heat map, which represents the log ratio of each method’s time,

*The experiment was finished for only 10% of the data after 72 hours.*
Table 6.2: Performance Comparison of GraphPool to other methods over synthetic and real datasets. Accuracy (Acc), Precision (P), Recall (R) are averaged over all the batches of data. $F$-measure is calculated based on average $P$ and $R$. The pool size is the final number of concepts in the pool after processing the whole data.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Methods</th>
<th>Acc</th>
<th>P</th>
<th>R</th>
<th>$F_1$</th>
<th>Time(s)</th>
<th>Pool size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyperplane</td>
<td>GraphPool</td>
<td>94.52</td>
<td>94.51</td>
<td>94.52</td>
<td>94.51</td>
<td>2.93</td>
<td>2</td>
</tr>
<tr>
<td>Sudden drift</td>
<td>RCD</td>
<td>76.37</td>
<td>76.36</td>
<td>76.37</td>
<td>76.36</td>
<td>54.82</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OzaBagAdwin</td>
<td>84.44</td>
<td>84.45</td>
<td>84.44</td>
<td>84.45</td>
<td>15.67</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L++-.NSE</td>
<td>92.33</td>
<td>92.38</td>
<td>92.33</td>
<td>92.35</td>
<td>757.49</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DWM</td>
<td>91.47</td>
<td>91.05</td>
<td>91.47</td>
<td>90.81</td>
<td>64.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PASC</td>
<td>94.36</td>
<td>94.36</td>
<td>94.36</td>
<td>94.36</td>
<td>3.72</td>
<td></td>
</tr>
<tr>
<td>Hyperplane</td>
<td>RCD</td>
<td>90.06</td>
<td>90.08</td>
<td>90.07</td>
<td>90.07</td>
<td>2.91</td>
<td>9</td>
</tr>
<tr>
<td>Gradual &amp;</td>
<td>OzaBagAdwin</td>
<td>86.18</td>
<td>86.19</td>
<td>86.18</td>
<td>86.17</td>
<td>139.30</td>
<td></td>
</tr>
<tr>
<td>Sudden drift</td>
<td>L++-.NSE</td>
<td>90.03</td>
<td>90.04</td>
<td>90.03</td>
<td>90.02</td>
<td>740.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DWM</td>
<td>89.29</td>
<td>83.81</td>
<td>86.25</td>
<td>85.01</td>
<td>63.76</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PASC</td>
<td>89.83</td>
<td>89.83</td>
<td>89.82</td>
<td>89.83</td>
<td>3.69</td>
<td></td>
</tr>
<tr>
<td>Waveform</td>
<td>GraphPool</td>
<td>80.11</td>
<td>83.45</td>
<td>80.16</td>
<td>81.77</td>
<td>13.69</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>RCD</td>
<td>43.22</td>
<td>44.54</td>
<td>43.23</td>
<td>43.87</td>
<td>221.46</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OzaBagAdwin</td>
<td>66.62</td>
<td>68.55</td>
<td>66.64</td>
<td>67.58</td>
<td>99.13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L++-.NSE</td>
<td>80.06</td>
<td>83.33</td>
<td>80.10</td>
<td>81.68</td>
<td>6469.55</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DWM</td>
<td>69.68</td>
<td>67.36</td>
<td>69.72</td>
<td>68.52</td>
<td>789.21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PASC</td>
<td>80.00</td>
<td>83.39</td>
<td>80.05</td>
<td>81.69</td>
<td>25.85</td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>GraphPool</td>
<td>85.93</td>
<td>69.27</td>
<td>68.87</td>
<td>69.07</td>
<td>0.17</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>RCD</td>
<td>66.96</td>
<td>55.11</td>
<td>54.54</td>
<td>54.82</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OzaBagAdwin</td>
<td>80.51</td>
<td>65.02</td>
<td>64.16</td>
<td>64.59</td>
<td>1.29</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L++-.NSE</td>
<td>86.98</td>
<td>69.94</td>
<td>69.71</td>
<td>69.82</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DWM</td>
<td>76.81</td>
<td>61.50</td>
<td>61.32</td>
<td>61.41</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PASC</td>
<td>86.86</td>
<td>69.88</td>
<td>69.66</td>
<td>69.77</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>Electricity</td>
<td>GraphPool</td>
<td>75.23</td>
<td>75.15</td>
<td>72.35</td>
<td>74.67</td>
<td>0.64</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>RCD</td>
<td>70.42</td>
<td>73.84</td>
<td>71.22</td>
<td>72.51</td>
<td>5.48</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OzaBagAdwin</td>
<td>74.63</td>
<td>75.00</td>
<td>71.11</td>
<td>73.00</td>
<td>12.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L++-.NSE</td>
<td>67.83</td>
<td>72.63</td>
<td>72.78</td>
<td>72.70</td>
<td>54.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DWM</td>
<td>69.94</td>
<td>67.31</td>
<td>68.91</td>
<td>68.10</td>
<td>5.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PASC</td>
<td>73.02</td>
<td>72.95</td>
<td>68.53</td>
<td>70.67</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>Sensor</td>
<td>GraphPool</td>
<td>45.93</td>
<td>35.01</td>
<td>36.79</td>
<td>35.88</td>
<td>35.40</td>
<td>268</td>
</tr>
<tr>
<td></td>
<td>RCD</td>
<td>43.90</td>
<td>28.77</td>
<td>34.33</td>
<td>31.31</td>
<td>25.22</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OzaBagAdwin</td>
<td>46.54</td>
<td>31.24</td>
<td>35.61</td>
<td>32.28</td>
<td>247.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L++-.NSE</td>
<td>27.64</td>
<td>22.26</td>
<td>22.46</td>
<td>22.36</td>
<td>12573.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DWM</td>
<td>34.29</td>
<td>21.47</td>
<td>35.01</td>
<td>26.61</td>
<td>159.88</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PASC</td>
<td>43.58</td>
<td>36.07</td>
<td>36.69</td>
<td>36.38</td>
<td>6.47</td>
<td></td>
</tr>
<tr>
<td>Weather</td>
<td>GraphPool</td>
<td>70.38</td>
<td>65.14</td>
<td>66.63</td>
<td>65.88</td>
<td>103.87</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>RCD</td>
<td>62.32</td>
<td>60.28</td>
<td>61.60</td>
<td>60.93</td>
<td>595.86</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OzaBagAdwin</td>
<td>71.04</td>
<td>65.49</td>
<td>65.21</td>
<td>65.34</td>
<td>3429.68</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L++-.NSE</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DWM</td>
<td>71.42</td>
<td>56.76</td>
<td>61.82</td>
<td>59.18</td>
<td>2362.72</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PASC</td>
<td>70.85</td>
<td>65.09</td>
<td>66.26</td>
<td>65.67</td>
<td>165.94</td>
<td></td>
</tr>
</tbody>
</table>
Figure 6.7: Runtime comparison of different algorithms to GraphPool in terms of log ratio.

Table 6.3: Accuracy of no-change naive baseline classifier.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyperplane(S)</td>
<td>49.9</td>
</tr>
<tr>
<td>Hyperplane(GS)</td>
<td>49.9</td>
</tr>
<tr>
<td>Waveform</td>
<td>33.3</td>
</tr>
<tr>
<td>Gaussian</td>
<td>38.9</td>
</tr>
<tr>
<td>Electricity</td>
<td>85.3</td>
</tr>
<tr>
<td>Sensor</td>
<td>39.5</td>
</tr>
<tr>
<td>Weather</td>
<td>67.9</td>
</tr>
</tbody>
</table>

i.e. \( \log_{10} \frac{t_{\text{method}}}{t_{\text{GraphPool}}} \) (Figure 6.7). This heat map illustrates the difference in the order of time needed to finish each method in comparison to GraphPool for each dataset. We observe that except PASC, all the methods need much more time than GraphPool. That means the cost of removing useless concepts in methods like Learn++.NSE and DWM is high, whereas the merging of concepts in GraphPool is not that costly. PASC performs slightly slower on most of the datasets. However, on Sensor, where our method detects many concepts, it performs faster because of the limit on the number of classifiers.

To study the pool’s expansion in more detail, we have plotted the concepts’ life cycles and the pool size for Electricity in the same way as for Hyperplane (Figure 6.8). The left plots illustrate the results for one repeat of the dataset and the right plots belong to two repeats of the same data. We can see that the pattern for the short-term concepts is almost the same on the repeat of data, except that the first building steps (on the first 100 batches) are not needed when repeating (Figure 6.8(b) batch 500 to 600). Nonetheless, the pool size never goes beyond 20 at any time slice. We expect by receiving enough instances from each concept, the learners and the conceptual vectors converge. Thus, if no drifts occur, the number of concepts in the pool should stay the same, and there will be no short-term concepts anymore.
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Figure 6.8: (a) Electricity data, (b) two repeats of Electricity data. The upper plots represent the concepts’ life cycles. The X-axis indicates data batches of size 100, and the Y-axis is the unique concept ID. Red dots show the creation point or when the concept has reappeared or when another concept is merged with the concept. A black cross denotes the disappearance of a concept by merging with another concept. The lower plots show the histogram of the pool size at each data batch.

6.2.5 Comparisons of different variations of the GraphPool approach

GraphPool consists of different components: the conceptual representation, the statistical similarity measure, and the graphical model of the pool. In this section, we go through more experiments on each part and test some possible alternatives and their impact on the performance of the framework.

Label prediction: single classifier vs. majority vote

As discussed above, GraphPool classifies test data using one state or all the states in the neighborhood of the current state. In the first comparison, we test the effect of labeling an instance by the weighted majority vote instead of a single classifier. Table 6.4 indicates that using the weighted majority vote in most cases degrades the performance. On some datasets (e.g., Waveform and Weather), the self-loop to a concept has much larger weight, such that the other concepts will not have any effect in the decisions. Only on Electricity, the weighted majority improves performance.
Table 6.4: Comparison of GraphPool variations on different datasets: single classifier (SC) vs. majority vote (MV).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SC</th>
<th>MV</th>
<th>SC</th>
<th>MV</th>
<th>SC</th>
<th>MV</th>
<th>SC</th>
<th>MV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyperplane(S)</td>
<td>94.52</td>
<td>94.48</td>
<td>94.51</td>
<td>94.49</td>
<td>94.52</td>
<td>94.49</td>
<td>94.51</td>
<td>94.49</td>
</tr>
<tr>
<td>Hyperplane(GS)</td>
<td>90.06</td>
<td>90.00</td>
<td>90.08</td>
<td>90.01</td>
<td>90.07</td>
<td>90.00</td>
<td>90.07</td>
<td>90.01</td>
</tr>
<tr>
<td>Waveform</td>
<td>80.11</td>
<td>80.11</td>
<td>83.45</td>
<td>83.45</td>
<td>80.16</td>
<td>80.16</td>
<td>81.77</td>
<td>81.77</td>
</tr>
<tr>
<td>Gaussian</td>
<td>83.93</td>
<td>85.93</td>
<td>69.27</td>
<td>69.26</td>
<td>68.87</td>
<td>68.86</td>
<td>69.07</td>
<td>69.06</td>
</tr>
<tr>
<td>Electricity</td>
<td>75.23</td>
<td>75.25</td>
<td>77.15</td>
<td>77.25</td>
<td>72.35</td>
<td>72.37</td>
<td>74.67</td>
<td>74.73</td>
</tr>
<tr>
<td>Sensor</td>
<td>45.93</td>
<td>45.92</td>
<td>35.01</td>
<td>35.02</td>
<td>36.79</td>
<td>36.79</td>
<td>35.87</td>
<td>35.88</td>
</tr>
<tr>
<td>Weather</td>
<td>70.38</td>
<td>70.38</td>
<td>65.14</td>
<td>65.14</td>
<td>66.63</td>
<td>66.63</td>
<td>65.88</td>
<td>65.88</td>
</tr>
</tbody>
</table>

Table 6.5: Comparison of GraphPool variations on different datasets: statistical likelihood test (SL) vs. classifier similarity (CS).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SL</th>
<th>CS</th>
<th>SL</th>
<th>CS</th>
<th>SL</th>
<th>CS</th>
<th>SL</th>
<th>CS</th>
<th>Time (s)</th>
<th>Pool size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyperplane(S)</td>
<td>94.52</td>
<td>94.59</td>
<td>94.51</td>
<td>94.59</td>
<td>94.52</td>
<td>94.60</td>
<td>94.51</td>
<td>94.59</td>
<td>2.93</td>
<td>3.73</td>
</tr>
<tr>
<td>Hyperplane(GS)</td>
<td>90.06</td>
<td>88.44</td>
<td>90.08</td>
<td>88.45</td>
<td>90.07</td>
<td>88.43</td>
<td>90.07</td>
<td>88.44</td>
<td>2.91</td>
<td>6.69</td>
</tr>
<tr>
<td>Waveform</td>
<td>80.11</td>
<td>80.01</td>
<td>83.45</td>
<td>83.40</td>
<td>80.16</td>
<td>80.06</td>
<td>81.77</td>
<td>81.69</td>
<td>13.69</td>
<td>48.88</td>
</tr>
<tr>
<td>Gaussian</td>
<td>85.93</td>
<td>85.22</td>
<td>69.27</td>
<td>68.74</td>
<td>68.87</td>
<td>68.36</td>
<td>69.07</td>
<td>68.54</td>
<td>0.17</td>
<td>0.32</td>
</tr>
<tr>
<td>Electricity</td>
<td>75.23</td>
<td>74.13</td>
<td>77.15</td>
<td>76.49</td>
<td>72.35</td>
<td>72.17</td>
<td>74.67</td>
<td>74.26</td>
<td>0.64</td>
<td>1.47</td>
</tr>
<tr>
<td>Sensor</td>
<td>45.93</td>
<td>42.59</td>
<td>35.01</td>
<td>35.90</td>
<td>36.79</td>
<td>36.54</td>
<td>35.88</td>
<td>36.22</td>
<td>987.5</td>
<td>268</td>
</tr>
<tr>
<td>Weather</td>
<td>70.38</td>
<td>70.19</td>
<td>65.14</td>
<td>65.78</td>
<td>66.63</td>
<td>65.30</td>
<td>65.88</td>
<td>64.90</td>
<td>103.9</td>
<td>53</td>
</tr>
</tbody>
</table>

Conceptual equivalence: statistical likelihood test vs. classifier similarity

Yang et al. used another approach to measure the concept similarity [201]. Instead of applying a test on data summaries, they use a score on how two classifiers share the same “opinion”. Thus, for every batch, a new classifier is trained and compared to all the classifiers in the pool. If they (the new classifier and the one in the pool) classify an instance in the same class, whether correct or incorrect, the score is increased by 1; otherwise it is decreased by 1. The final score is in the $[-1, 1]$ interval since we compute the total score on the new batch and divide it by the batch size. Table 6.5 compares this approach to GraphPool’s approach. A similarity threshold needs to be set for the classifier similarity approach. We have set it to 0.8 on synthetic datasets. On real-world datasets, there is more noise; therefore, the threshold is set to 0.6. Experimental results show that on most of the datasets the statistical test outperforms the classifiers’ similarity. Furthermore, the statistical test takes much less time than checking all the classifiers for each batch of data.

6.2.6 Sensitivity analysis

Besides the batch size and the base classifier, which are the general parameters of any learning framework, our method has another parameter to be set: the confidence level of the similarity test. In this section, we test the effect of different $p$-values as well as the batch size on the performance and pool size of GraphPool.
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Figure 6.9: Sensitivity analysis on Hyperplane with gradual and sudden drifts: effect of batch size on the average accuracy and pool size.

Figure 6.10: Sensitivity analysis on Hyperplane with gradual and sudden drifts: effect of p-value on the accuracy and pool size.

Change of batch size

Figure 6.9 shows the effect of different batch sizes on the average accuracy and the pool size of Hyperplane with gradual and sudden drifts. We have repeated the experiment for batches of size 50, 100, 500, 1000, 5000 and 10,000. The X-axis is on a logarithmic scale. The accuracy plot indicates that by increasing the batch size up to 1000, the accuracy improves. However, larger batches will not help. This was predictable, as the fewer instances we provide to a classifier, the weaker it performs. On the other hand, enlarging the batch size may violate the stationarity assumption of data batches and harm performance. This is also shown on the pool size plot: the larger the batch is, the more concepts are added to the pool.

Change of confidence level in statistical test

To test the effect of the confidence level, we have repeated the experiment for different p-values: 0.0001, 0.001, 0.01, 0.05, 0.1 and 0.2. Figure 6.10 shows the accuracy and the pool size for each of the values on the Hyperplane dataset with gradual and sudden drifts. The X-axis is again on the logarithmic scale. We observe that the change in the p-value does not have a remarkable effect on the accuracy, however, the number of concepts in the pool increases for larger p-values. This is the result of accepting new concepts even when the test is not certain, which results in a larger pool of classifiers.
6.2.7 Future directions

Merging classifiers might be an easy task for generative classifiers where the underlying distributions are kept (e.g., Naïve Bayes), however, it is more complicated for discriminative classifiers that learn a direct map from input space to the class labels (e.g., Hoeffding tree). In this chapter, we used a simple generative classifier, Naïve Bayes, in our experiments. While comparing GraphPool to the literature in Section 6.2.4, we observed that RCD does not recover from sudden drifts too well. We tried to change different parameters and noticed that if the base learner is exchanged by a stronger classifier, e.g., a Hoeffding tree in this case, the performance of the method improves a lot. An extreme case can be seen in Figure 6.11, where a comparison of the batch-wise accuracy of RCD variations, one with Hoeffding tree and the other one with Naïve Bayes as base classifiers, is shown. Although this is an extreme case and the performance change is not always like that, this can open a new direction of research to work on merging methods for discriminative classifiers, like Hoeffding trees, as well as other generative classifiers. An alternative approach to the merging of classifiers is to maintain an ensemble of trees for each concept. However, this again requires some forgetting mechanism whenever the number of classifiers in the ensemble reaches the maximum limit.

The framework proposed in this chapter only contains merging concepts, however, there may be some cases where an existing concept starts to become heterogeneous gradually or even all of a sudden. In these cases, having a mechanism to check whether a concept should be split and how the splitting should be done would be beneficial. Therefore, a possible future direction could be developing methods for splitting concepts.
6.3 Conclusions

In this chapter, we introduced a new classification framework called GraphPool, which deals with recurrent concepts using graphical models. Recurring concepts add even more complexity to the problem of classifying concept drifting data streams. While existing approaches dealing with recurring concepts focus on only learning a pool of classifiers, GraphPool aims to solve their limitation by keeping the transition probabilities among the concepts in a graphical model. This graphical modeling gives the opportunity to model the behavior of an environment, useful, for instance, in recommender systems or forecasting systems. In addition, to enhance the generalization of concepts and classifiers, GraphPool benefits from a merging procedure. The merging procedure helps to combine concepts even in the absence of the original data. Concepts which are statistically similar to each other and were yet distinguished as different concepts due to the lack of enough data are merged together. GraphPool also expands the idea of conceptual representations by considering the correlations in feature space. Experimental evaluations show that this extension improves performance, particularly on real-world datasets.

In comprehensive experiments, GraphPool has shown to perform well in terms of accuracy and running times compared to other approaches in the literature. However, there is still room for improvement. One direction concerns the merging of classifiers. In this chapter, we used Naive Bayes because of its ability to easily merge two learners in the absence of their training data. One promising research direction would be to work on the merging of stronger classifiers online, for instance, of Hoeffding trees.
Chapter 7

Modeling Multi-Label Recurrence of Data Streams

Most of the existing data stream algorithms assume a single label as the target variable. However, large-scale multi-label classification has become an essential problem with the emergence of real-world applications such as image annotation [187], query recommendation [4], and credit assignment for social bookmarking [144]. For example, in processing massive social media corpora, each news article may belong to several topics/categories. These topics may change, evolve, or even reoccur over time. Our study on German media shows how highlighted topics evolve or reoccur based on the upcoming political events [5]. Classification of multi-label data can be viewed as a generalization of multi-class classification where labels do not exclude each other, and they may have unknown dependencies among each other as well as with the features, which may change over time. Making accurate predictions for such non-stationary multi-label streaming data with the consideration of dependencies among labels and potential drifts is a challenging task. The few existing studies mostly cope with drifts implicitly, and all learn models on the original label space, which requires a lot of time and memory. In this chapter, we propose a graph-based framework that maintains a pool of multi-label concepts with transitions among them and the corresponding multi-label classifiers. As a base classifier, we benefit from our previously developed fast linear label space dimension reduction method, RACE, that transforms the labels into a random encoded space and trains models in the reduced space.

Discovering recurrent concepts in streaming data is a challenge that has been faced only quite recently [66]. Although keeping a pool of classifiers is a common way of dealing with recurrent concepts in single-label data streams, no such study exists for multi-label streams. In this chapter, our goal is to propose, for the first time, a multi-label framework for coping with recurrent drifts in multi-label streams, and at the same time, taking advan-
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tage of hidden label correlations to improve multi-label classification performance. We follow and extend the idea of modeling recurrent concepts via graphical models to the multi-label setting. GraphPool, as discussed in Chapter 6, is a successful framework for accurately modeling single-label recurrent concepts by keeping the transitions between the concepts and employing a concept merging mechanism when necessary. Experiments confirm that keeping the transitions between the concepts helps to quickly recover from drifts with periodic behavior. Since each concept is initially based on a small batch of instances, merging the existing concepts of the pool is another effective feature of GraphPool in combining several similar concepts into one more general concept or building a larger concept from its smaller subconcepts. However, to generalize the framework for multi-label streams, we need to address several challenges:

1. Many of the well-established multi-label classifiers scan the training data an arbitrary number of times, and hence, are not efficient for large-scale problems. Processing multi-label streams needs efficient methods in terms of time and space complexity. To solve the issue, we use a fast label space dimension reduction method, RACE, as a multi-label classifier. RACE applies a random compression encoding matrix to the original label set to transform the original label set into a much smaller random space. It then trains single-label classifiers on the compressed space. The least squares solution gives a decoding matrix to map the compressed labels to the original space.

2. GraphPool extracts concept representatives directly from training data. It makes a simplifying assumption on data batches and estimates instances of each class value with a multivariate Gaussian distribution. It then keeps the mean and covariance matrices of the feature space as concept representatives. However, in the multi-label stream setting, this information will be rather sparse due to the large label space. To resolve the issue, instead of extracting concept representatives from data, we represent a multi-label concept with RACE’s decoding matrix. Consequently, a comparison of the concept representatives is not possible with a multivariate likelihood test (as it was proposed in the original version of GraphPool) anymore. Therefore, we use a matrix distance measure (e.g., the average Euclidean distance of matrix elements) and apply a user-defined threshold to check if two multi-label concepts are similar.

3. Comparison of large decoding matrices may result in various false positive alarms for drifts, due to the very large space and high data sparsity in a small batch of data. In our multi-label GraphPool framework, we propose an extra module to monitor the performance of the current concept and run the previous step only when there is a notable
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Inspired by the idea of modeling recurrent concepts via graphical models in single-label streaming data, we propose a novel framework that models recurrent concepts in a multi-label scenario. Graphical modeling of concepts has shown promising results in quickly detecting recurring concepts and patterns in single-label streams. However, detecting recurrent concepts in the context of multi-label stream processing is much more challenging, and methods like GraphPool, in their current form, are not applicable to the multi-label setting. The first issue is to choose an efficient multi-label updateable classifier as a base classifier for stationary data batches. Very few existing multi-label stream frameworks work in the original label space, and therefore, lack efficiency when the label space is large. To handle this issue, we benefit from RACE as the base multi-label learner. We use a variation of
**ALGORITHM 12:** Adaptive variation of RACE algorithm

**Input:** $B(t) = (X(t), L(t))$ is the $t^{th}$ batch of data,
  
l: the original label space size,
  
k: the reduced label space size

**Output:** trained model and decoding matrix $\beta_{k \times l}$

1. Generate an orthonormal random matrix $A_0$ of size $l \times k$
   
   // Initialization step

2. $H_0 = L(0)A_0$

3. $H_{0,c} = \begin{cases} 
   1 & \text{if } H_{0,c}^c \geq 0 \\
   0 & \text{otherwise} 
\end{cases}$

4. Train a Binary Relevance updateable model on $(X(0), H_0)$

5. Initialize label decoders: $K_0 = (H_0^T H_0)^{-1}, \beta_0 = K_0 H_0^T L(0)$
   
   // Sequential step

6. while more batches of data do

7. $A_{t+1} = \beta_t^T$

8. Get pseudo labels by $H_{t+1} = L(t + 1)A_{t+1}$

9. $H_{t+1,c}^c = \begin{cases} 
   1 & \text{if } H_{t+1,c}^c \geq 0 \\
   0 & \text{otherwise} 
\end{cases}$

10. Update Binary Relevance model with $(B(t + 1), H_{t+1})$

11. Update $K_{t+1}$ and $\beta_{t+1}$ using equation (4.9)

12. $t := t + 1$

RACE that employs an adaptive random compression encoding matrix to compress labels into a much smaller random space and then trains single-label classifiers on the compressed space (Algorithm 12). Using a random encoder will accelerate the method considerably compared to the methods which optimize the encoding matrix [193]; and will help in the efficiency of the multi-label classifier especially in the streaming context. A least squares solution maps the encoded labels to the original space and is updated incrementally. Although choosing a random encoding matrix is an effective approach, it adds variance to the resulting models. To reduce such effect of the randomness, we train an ensemble of RACE classifiers for each batch and concept in the model.

Representation of concepts and drift detection are the other challenges in processing multi-label streams. To the best of our knowledge, there is no study on multi-label concept representation. GraphPool extracts representatives directly from data by interpolating instances of each class with a multivariate Gaussian distribution, however, such concept representation in a multi-label scenario adds the assumption of label independence. It may also result in very sparse information when the number of labels increases. Different from GraphPool, we represent multi-label concepts with the decoding matrix of RACE classifiers. This way, we can represent a concept more compactly and still keep the latent information among the labels in
the representatives. We then compare the concept representative matrices by the element-wise absolute distance of representatives and apply a pre-defined threshold to find potential drifts. This approach is more efficient than comparing the performance of all existing classifiers in the pool for each batch of data, as proposed in the literature [201]. Element-wise comparison of potentially huge decoding matrices may cause false alarms in detecting drifts as the possible space is massive and the batch sizes are chosen to be small to contain only stationary instances. Hence, we augment our drift detection module by also monitoring the performance of the current state: For each new batch of data, we first train an ensemble of RACE classifiers temporarily. If the performance of the current concept of the pool degrades drastically, we compare the concept representative of the new batch to the other concepts in the pool. If no similarity is found, a new multi-label concept is added to the pool. In case more than one concept is found as similar to the new one, we merge all of them to generalize the multi-label concept. This may happen since the concepts are built on a very reduced number of instances. In the following subsections, we explain the details of our novel multi-label recurrence framework.

The idea of extracting a representative of a concept was first proposed in the Conceptual Clustering and Prediction (CCP) framework [92] by estimating the posterior distribution of each feature given the single-label target class with a normal distribution in every batch of data. However, extracting such information from multi-label batches of data does not give a good estimation, as the number of labels is large, and the data in each label or label combination is very sparse in every batch. Hence, instead of extracting a representative from data, we use the decoding matrix of the RACE classifier as a representative of a multi-label concept. To have a valid comparison among different RACE decoders, we initialize the same encoding matrix $A_0$ for every new batch. In this way, we can compare the $k \times l$ decoding matrices element-wise by any similarity measure (e.g., absolute difference value). We represent all the concepts in a pool of concepts by a first-order Markov chain. The states contain a concept representative and their corresponding ensemble of RACE classifiers. The states contain a concept representative and their corresponding ensemble of RACE classifiers. State $S_i$ is connected to state $S_j$, if concept $j$ occurs exactly after concept $i$. The transition weight is the probability of the transition from concept $i$ to concept $j$ when we are at $S_i$. Keeping a pool of concepts with these state adjacencies and transition weights will help us in a better classification of multi-label recurrent patterns.

The Multi-label GraphPool algorithm (Algorithm 13) starts with an empty pool and a null current state. After receiving the first batch of data, we add the trained ensemble of RACE classifiers as a new multi-label concept to the pool and use it as the current concept for future predictions (line 3-5). For the next batches of data, we first look at the current state’s links and choose the most likely concept in the neighborhood to predict the label of the new batch. When the labels are received, we first observe the
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ALGORITHM 13: Multi-label GraphPool algorithm

Input: $B(t) = (X(t), L(t))$: instances of $t^{th}$ batch of data,
$A_{0,i}$: a set of random initialization of encoding matrices where
\( i \in \{1, \ldots, s\} \),
$s$ is the ensemble size

1. Train an ensemble of $s$ RACE classifiers on $B(t)$ with $A_{0,i}$
2. $CR_{t,i} = \beta_{t,i}$
3. if Pool is empty then
   4. Add a new vertex $j$ to the Pool
   5. Update $CurrentState$ to $j$
else
   6. if accuracy of $CurrentState < \theta$ then
      7. Find similar concepts in the pool to the $CR_{t}$ by taking the majority
         vote over $CR_{t,i}$ (equation (7.1))
      8. if number of similar concepts $= 0$ then
         9. Add a new vertex $j$ to the Pool
        10. Add $j$ to the neighbors of $CurrentState$ and adjust their weights
        11. Update $CurrentState$ to $j$
      else if number of similar concepts $= 1$ then
        12. Update the existing concept $j$ with $B(t)$
        13. if Vertex $j$ is in the neighborhood of $CurrentState$ then
            14. Update the weight of link between $CurrentState$ and $j$
        else
            15. Add $j$ vertex to $CurrentState$ neighborhood
        16. Adjust weights of link from $CurrentState$ to its neighbors
        17. Update $CurrentState$ to $j$
      else if number of similar concepts $> 1$ then
        18. Execute the concept merge algorithm (Algorithm 14)
        19. Update $CurrentState$ to $C_M$
      else
        20. Update $CurrentState$ with $B(t)$

level of performance change. If there is a notable drop in the prediction of
the new batch, a drift may happen, and the second stage of our multi-label
drift detector is activated. For that, we compare the decoding matrix of
the trained ensemble of RACE classifiers on the new batch (with the same
initialization points as in previous batches) to the existing concepts in the
pool (line 6– 7). One straightforward approach may detect a drift if at
least one element-wise absolute difference is greater than an acceptable
threshold. However, such a method is highly sensitive to small changes
and the value of the distance threshold. In our method, we calculate the
average distance of a pseudo label, and if it is greater than the threshold, a
drift is triggered. Then, we get a majority vote over the ensemble of RACE
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classifiers:

\[
\sum_{i=1}^{s} \sum_{x=1}^{k} \sum_{y=1}^{l} \left| \beta_{t,i}^{(x,y)} - \beta_{j,i}^{(x,y)} \right| > \theta \geq \frac{2}{s}, \tag{7.1}
\]

where \([\cdot]\) is the indicator function, and \(\theta, l, k,\) and \(s\) are the distance threshold, the label space size, the reduced label space size, and the ensemble size, respectively. Experiments have shown the performance improvement and consistent behavior when RACE is updated by a new data batch more than one iteration. As training and updating RACE is not costly, in our work, we also show each data batch more than once to the learner. Comparing the new concept to the old ones: (1) If no concept in the pool is similar to the new concept, the new concept is added to the pool. The state transition to the current state is created, and the transition link weights of the current state are normalized (line 8–11). (2) If one concept is similar to the new one, the classifiers and the corresponding concept representative of the existing concept, \(V_j\), are updated. The transition link between the current state and \(V_j\) either does not exist yet and we create a new link, or it exists and we only need to update its weight (line 12–18). (3) More than one concept is similar to the new one (line 19–21). Following Algorithm 14, we merge all these concepts, including the new batch, into one concept and update the current state to the merged concept.

### Merge concepts

If the similarity of the two concepts is greater than a predefined threshold, we apply a merging mechanism. Concept merging consists of several steps (Algorithm 14). First, we merge the transition links of the similar concepts in the Markov model. We update the links in the neighbor list of those concepts which have the transition link to the concepts to be merged (lines 4–9). Then, the neighbors list of the new concept is updated (lines 10–14). Subsequently, we normalize the transition weights of all the concepts involved in this step.

In the next step, we merge the classifiers. As the initial encoding matrix of the ensemble of RACE classifiers for each concept is the same, we will merge the RACE classifiers with the same initialization correspondingly. For that, we first update the base classifiers of RACE. Any classifier that can be merged in the absence of training data can be used. Here, we use a simple generative classifier, the Naïve Bayes Updateable classifier. By keeping posterior statistics of feature occurrence for each label, we can easily update them in the absence of training data. We do not update the decoding matrices, as the similarity measure has detected them to be similar.
ALGORITHM 14: Concept merge algorithm

Input: $C_s$: a set of similar concepts in the current Pool, $B(t)$: current data batch

1. Initialize $C_M$ to the first concept in $C_s$
2. $C_s = C_s - \{C_M\}$
3. for each vertex $v \in C_s$ do
   4. for each vertex $u$ in which $v$ is in its neighborhood do
      5. if $C_M$ is in $u$’s neighborhood then
         6. Update and normalize corresponding Transition weight
         7. Remove $v$ from $u$’s neighborhood
      else
         8. Add $C_M$ instead of $v$ to neighbors of $u$
         9. Add $u$ to neighbor set of $C_M$
   10. for each $w$ in $v$’s neighborhood do
       11. if $w$ is in $C_M$’s neighborhood then
           12. Update corresponding Transition weight from $C_M$ to $w$;
       else
           13. Add $w$ to $C_M$ neighborhood with its corresponding weight
           14. Remove $v$ from $w$ neighborhood
   15. Normalize transition weights from $C_M$
16. Update $C_M$’s learners with all elements of $C_s$ and $B(t)$
17. Remove all vertices of similar concept set from pool

Classifying a new batch of data

Let a new batch of data at time $t$, $X(t)$, be received for classification and $\text{CurrentState}$ denote the current state of the pool. To classify the batch, if no concept is in the neighborhood of the $\text{CurrentState}$, we take the $\text{CurrentState}$ itself as a potential concept for the following batch. Otherwise, if the current concept has connections to the other concepts, we benefit from our previous knowledge and choose the most likely concept for the prediction of the new batch. Each concept is associated with an ensemble of RACE classifiers; hence, we obtain the majority vote of every single RACE prediction on each label.

7.2 Experimental evaluation

Multi-label GraphPool is the first framework for detecting and tracking multi-label recurring concepts. As multi-label stream classification is in its early stages, there are no well-established public datasets to evaluate various multi-label concept drifts. In the following, we first explain a new recurrent multi-label data generator and then report the experimental setting and results on both synthetic and real-world datasets.
ALGORITHM 15: Synthetic multi-label drifting data generator

**Input:**
- $n_l$: total number of labels,
- $n_f$: number of boolean features,
- $n_i$: number of instances in each concept,
- $A$: set of Dirichlet parameter for each concept

1. **for** $\alpha \in A$ **do**
2. $\Phi \sim \text{Dir}(\alpha_{n_i \times n_f})$
3. **for** every concept with $\alpha \in A$ **do**
4. $\text{global}_{l} = \emptyset$, $\text{global}_{l,c} = \emptyset$
5. **for** $i \in \{1, \ldots, n_i\}$ **do**
6. // generate random labels
7. $\text{local}_{l} = \emptyset$, $\text{local}_{l,c} = \emptyset$
8. $l_i = [0]_{1 \times n_l}$
9. **for** $l \in \{1, \ldots, \text{max}_l\}$ **do**
10. table = Sample from $p_l \sim PY(d, \gamma, \text{local}_{l,c})$
11. if table is new then
12. table$_g$ = Sample from $p_g \sim PY(d, \alpha, \text{global}_{l,c})$
13. Update global$_l$ and global$_{l,c}$ with respect to table$_g$
14. Update local$_l$ and local$_{l,c}$ with respect to global$_l$
15. $l_{i,t} = 1$
16. else
17. Choose a label from local$_l$ that is assigned to table and update its entry in local$_{l,c}$
18. $l_{i,t} = 1$
19. // generate random features
20. **for** $w \in \{1, \ldots, \text{max}_f\}$ **do**
21. $l_w = \text{Choose a label from } l_i$
22. $f_w = \text{Sample from distribution } \Phi_{\alpha}[l_w]$
23. Add $<f_w, l_w>$ to instance $i$ of concept $\alpha$

**7.2.1 Multi-label concept drifting data generator**

Inspired by one standard application of multi-label streaming data, text categorization, we develop a synthetic multi-label document generator (Algorithm 15). We assume that each generated document consists of at most $\text{max}_w$ words and belongs to at most $\text{max}_l$ categories as its labels. Documents of each concept are drawn from a Dirichlet distribution with randomly chosen parameters (line 1-2). For each multi-label concept, we choose the global variables (line 4), and for each new sample, we create the local distribution, local$_l$, over labels with the global distribution as a prior (line 6). We sample a label from a Pitman-Yor process with respect to the local distribution of labels, local$_l$ (line 9), and 15-16); moreover, we assume a global Pitman-Yor distribution of labels over words, $PY(d, \alpha, G_l)$, to draw a label when local sampling chooses a new table (line 10-14). Then, we sample the $\text{max}_w$ words of the document from the Dirichlet distribution of the
corresponding concept and add both randomly chosen features and labels to the current instance (line 17–20). We can generate abrupt and recurrent multi-label streams with the proposed generator.

7.2.2 Experimental setting

We generate two synthetic datasets with the proposed multi-label recurrent concept generator. Synthetic 1 consists of two concepts with an \( \alpha \) equal to 0.2 and 0.8 and \( d = 0.75 \). We generate 500 documents from each concept over 100 possible labels and 100 possible words, and resample another 500 documents from each of them respectively to model the recurrence of concepts. We set \( \max_w = 20 \) and \( \max_l = 20 \) for each document. The second synthetic dataset (Synthetic 2) is generated from three concepts with \( \alpha = \{0.2, 0.8, 0.5\} \) and the concept order of \( \{c_1, c_2, c_3, c_2, c_1, c_3, c_1, c_3, c_2\} \), each 1000 documents. The other parameters are set as before. In addition to synthetic datasets, we evaluate our framework on two widely used text benchmarks in multi-label evaluations: Enron (with 1001 features, 53 labels, and 1702 samples) and rcv1v2-subset1 (with 47236 features, 101 labels, and 6000 samples) [179]. Experiments are run in a prequential order. The window size is set to 100, the ensemble size of RACE is 5, each batch is shown to RACE three consecutive times, the performance drop threshold is 0.8, and the dissimilarity threshold of decoding matrices is 0.05. Because of the random selection of the encoding matrix in RACE, the experiments are repeated 10 times and average values are reported.

\footnote{The source code is available at \url{https://github.com/kramerlab/Multi-LabelGraphPool}}
7.2. EXPERIMENTAL EVALUATION

Table 7.1: Performance comparison of Multi-label GraphPool, RACE and OBR on different datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Ex.-based Acc</th>
<th>Hamming loss</th>
<th>Macro-avg. F-measure</th>
<th>Micro-avg. F-measure</th>
<th>Pool size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthetic 1</td>
<td>Multi-label GraphPool</td>
<td>0.32</td>
<td>0.07</td>
<td>0.14</td>
<td>0.44</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>RACE (adaptive classifier)</td>
<td>0.30</td>
<td>0.07</td>
<td>0.14</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OBR</td>
<td>0.23</td>
<td>0.08</td>
<td>0.15</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>Synthetic 2</td>
<td>Multi-label GraphPool</td>
<td>0.31</td>
<td>0.08</td>
<td>0.15</td>
<td>0.46</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>RACE (adaptive classifier)</td>
<td>0.25</td>
<td>0.08</td>
<td>0.15</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OBR</td>
<td>0.28</td>
<td>0.09</td>
<td>0.16</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>enron</td>
<td>Multi-label GraphPool</td>
<td>0.29</td>
<td>0.09</td>
<td>0.23</td>
<td>0.36</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>RACE (adaptive classifier)</td>
<td>0.26</td>
<td>0.09</td>
<td>0.21</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OBR</td>
<td>0.23</td>
<td>0.18</td>
<td>0.14</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>rcv1v2</td>
<td>Multi-label GraphPool</td>
<td>0.11</td>
<td>0.17</td>
<td>0.09</td>
<td>0.10</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>RACE (adaptive classifier)</td>
<td>0.08</td>
<td>0.18</td>
<td>0.04</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OBR</td>
<td>0.13</td>
<td>0.43</td>
<td>0.13</td>
<td>0.12</td>
<td></td>
</tr>
</tbody>
</table>

7.2.3 Experimental results

We start our experiments with a proof-of-concept experiment on Synthetic 1. Figure 7.2 illustrates how the pool evolves by receiving more batches of multi-label data. At each time step, the CurrentState is represented by a red dashed node. We observe that monitoring the performance of the CurrentState is an effective approach when the data is stationary. Upon occurrence of a sudden drift, however, the performance drops, and this time our effective concept representative comparison method finds the similar/dissimilar multi-label concepts in the pool. If we only monitor the performance, the model is not capable of finding recurrent concepts. If we only check the similarity of concept representatives, we may see extra concepts in the pool as false positives, which are later caught by our merge mechanism. In this experiment, we monitor the example-based accuracy. However, the behavior of other multi-label evaluation measures is almost the same.

In the next step, we extend our experiments to other datasets. We compare our proposed multi-label GraphPool framework to its baseline, RACE, which was developed for stationary multi-label problems and ignores any concept drift/recurrence, and the online version of the well-known Binary Relevance classifier (OBR). Previous studies show that although OBR makes simplifying assumptions on data labels, it still performs better than many other multi-label streaming baselines (e.g., Online Ensemble of Classifier Chains (OECC) or the majority label classifier) and can be used as a strong baseline for comparisons. Table 7.1 presents a performance comparison of these algorithms for different datasets. As stated before, RACE’s objective function is to optimize the Hamming loss. Our experiments show that RACE and its successor, multi-label GraphPool, outperform OBR in this regard. On larger datasets with more concepts and drifts (i.e., Synthetic 2 and rcv1v2), Multi-label GraphPool shows its advantage over RACE in terms of all measures (i.e., Hamming loss, Example-based accuracy, and Micro/Macro F-measure). On the other hand, multi-label GraphPool shows its clear effectiveness when there are many drifts and recurrences in the data (i.e., Synthetic 2). RACE and multi-label GraphPool compress the label space by a logarithmic factor,
and hence, are less computationally complex than methods dealing with the original label space (e.g., OBR), especially when the label set is large.

7.3 Conclusions

This chapter studied the problem of multi-label recurrence for the first time, and proposed a novel graph-based framework with a two stage drift detection method to handle the challenging problem of multi-label recurring concepts. In order to test our framework under controlled conditions, we proposed a new concept drifting multi-label data generator based on the Pitman-Yor process. Our experimental results show the success of the proposed framework in detecting multi-label drifts and concept recurrences on both synthetic and real-world benchmarks. In the future, we will elaborate on the impact of different types of multi-label drifts by expanding our data generator to a multi-label stream generator with different levels of gradual drifts and broaden our experiments to various domains. Parallelization of our proposed framework is straightforward, hence, we can easily extend our experiments with streams of larger size on a distributed cluster. So far, RACE and multi-label GraphPool compress the label space independent of the feature space. However, feature-aware label space reduction methods can embed more information of the data and possibly become more successful in detecting multi-label drifts. Therefore, we plan to extend our framework to become feature-aware. In our current framework, we assumed all the labels are available for the training data. However, annotating such a large label set is a tedious task. Hence, one could think of ways of handling missing labels in multi-label GraphPool as another possible research direction.
Chapter 8

Conclusion

More than two decades of studying different real-world data streaming problems have yielded a variety of learning solutions. Although there have been extensive studies on single-target class data, not many studies have focused on multi-label stream mining, perhaps due to the recent emergence of their applications. This thesis studied the problem of recurrent concepts in supervised learning for both single-label and multi-label streams. We proposed solutions and frameworks with domain-independent parameters that have the possibility of extracting patterns in periodic environments. In the remainder of this chapter, we review our findings from previous chapters.

8.1 Deep learning for text classification

A large portion of today’s data sources is text. The first step to understanding complex documents is modeling sentences and their semantic content. The core of a sentence model is a feature function that captures features for different text units and performs compositions over variable-length sequences. Training a well-performing classifier for a specific task on a single sentence that has a limited amount of contextual data is a challenging task. The recent success of deep neural networks in other domains such as image and speech processing brought enough motivation for their application in natural language processing tasks. In contrast to the traditional bag-of-words model, deep neural networks can preserve the order of words and syntactic structures. Moreover, their significant advantage lies in the removed requirements for feature engineering. In Chapter 3, we investigated an in-depth study of two well-known deep neural network architectures for different text classification problems. Recursive neural tensor networks are a generalization of classic sequence modeling neural networks to tree structures. They integrate semantic content of a sentence (i.e., its parse tree information) to the recursive network architecture with a bottom-up com-
position strategy. Convolutional neural networks models are another alternative to model sentences. They treat each sentence individually as a bag of $n$-grams and apply one-dimensional convolution kernels sequentially on word vectors using sliding windows to extract local features. Although recursive neural tensor networks have shown to work well in many cases, they still suffer from the need of intensive manual labeling to overcome the vanishing gradient problem. To avoid that, we proposed two methods to automatically label internal phrases: a rule-based method, which can only be used for sentiment analysis and a convolutional neural network based method for general purposes. Our evaluation results indicated that the CNN based labeling tends to assign a positive or negative polarity to the phrases while the rule-based method classifies many of the phrases as neutral. Our next experiments on an extensive set of standard benchmark datasets by employing automatic labeling demonstrated that the proposed convolutional neural network model outperforms recursive neural tensor network. However, if the manual labeling is available for recursive neural tensor networks, they outperform convolutional neural networks.

8.2 Multi-label stream classification

Chapter 4 studied the problem of multi-label stream classification in stationary environments. Multi-label classification can be viewed as a generalization of multi-class classification where labels do not exclude each other and may have unknown dependencies among each other as well as with the features. Most of the previous multi-label classification methods require a lot of time and memory, which make them infeasible for data stream setting. In Chapter 4, we took the sparsity of label sets and their unknown interdependencies into consideration and proposed \textit{RACE}, an efficient multi-label learning method that reduces the label space by applying random projection. Instead of using iterative numeric solutions like deep neural networks to find a mapping between the original label space and the compressed one, \textit{RACE} finds the mapping function analytically based on the least squares solution. This way, besides providing a fast approach for compression, it does not have many control parameters to be set. Extensive experiments showed its advantage over existing methods in terms of time complexity and accuracy, F-measure, and the Hamming loss.

8.3 Modeling of recurrent single-label streams

From Chapter 5 to 7, we focused on the problem of recurrent concepts. Instead of incrementally updating a classifier, existing approaches, which handle recurrent concepts, maintain a pool of concepts/classifiers and use that pool for future classifications to reduce the error. Chapter 5 focused on
single-label streams. It proposed the PASC framework by extending CCP, one of the successful existing frameworks for recurrent concepts. CCP uses domain-specific parameters whose correct choice affects its performance considerably. The pool size is fixed, and after reaching the limit, the most similar classifier is updated regardless of its level of similarity. This can distract a classifier from learning only one concept. In PASC, we present a merging procedure that finds the most similar concepts in the pool and merges them. It also improves the similarity measure in such a way that it is less domain-specific. Experiments showed the effectiveness of the proposed modifications, especially on larger datasets with more classes. Studies on the effect of different prediction strategies showed better results in favor of weighted classifier predictions.

Chapter 6 continued the problem of recurrent concepts for single-label streams, but this time by proposing a new first-order Markov chain framework to model the connection of concepts in the pool, called GraphPool. GraphPool, like its successors PASC and CCP, makes a simplifying assumption on data batches and estimates instances of each class value with a Gaussian distribution but this time a multivariate Gaussian distribution. To remove the domain dependency of the similarity measure, GraphPool applies a likelihood statistical test. It also benefits from an effective merging strategy to manage the pool size. The merging procedure helps to combine concepts even in the absence of the original data. Comprehensive experiments showed that GraphPool performs well in terms of accuracy and running times compared to other approaches in the literature. Experiments on synthetic data indicated its perfect ability of modeling concepts and transitions.

8.4 Modeling of recurrent multi-label streams

Although keeping a pool of classifiers is a common way of dealing with recurrent concepts in single-label data streams, no such study exists for multi-label streams. Hence, Chapter 7 extended the GraphPool framework to multi-label stream setting. For that, we integrated our efficient multi-label stream classifier, RACE, into the successful GraphPool framework. However, this combination was by no means trivial. We needed to come up with new ways of concept representation and concept comparisons for multi-label data. GraphPool extracts concept representatives directly from training data, however, this information will be rather sparse in multi-label streams due to the large label space. Therefore, Multi-label GraphPool uses RACE’s decoding matrix as a concept representative and a matrix distance measure (e.g., the average Euclidean distance of matrix elements) to find the similarity of concepts. To reduce false positive alarms for multi-label drifts, resulting from the very large label space, Multi-label GraphPool benefits from a sepa-
rate performance monitoring module as a second stage of the drift detection module. Experiments on multi-label text data represented promising results of the proposed framework in detecting multi-label drifts and concept recurrences.

8.5 Outlook

This thesis proposed methods to merge classifiers for simple generative classifiers. This can be an easy task as estimations of the underlying distributions are kept in generative models. However, there are well-established discriminative classifiers, which perform well on streaming data (e.g., Hoeffding trees), and merging them is not straightforward. Previous studies approached the problem for decision trees by either using simple cases of only one variable [12], or converting decision trees to a set of rules [69, 8], or approximating data with histograms [67]. These solutions are not optimal yet. They either suffer from high computational complexity or inadequate performance. Hence, one future research direction could be proposing new efficient ways to combine discriminative classifiers, especially for Hoeffding trees.

GraphPool and Multi-label GraphPool frameworks only consider merging concepts, however, there may be some cases where an existing concept starts to become heterogeneous gradually or even all of a sudden. In these cases, having a mechanism to check whether a concept is diverging and how to split it is beneficial. Therefore, another possible future research can focus on developing methods for splitting concepts in the absence of their training data.

So far, RACE and multi-label GraphPool compress the label space independent of the feature space. Although feature-aware methods are more computationally complex, feature-aware variations of other label space reduction methods have improved the performance of their predecessors [33, 113, 111]. Extending RACE to become feature-aware may lead to embedding more information of the data and possibly helps in better detection of multi-label drifts. Moreover, in our current framework, we assumed that all the labels are available for the training data. Nevertheless, annotating such a large label set is a tedious task. Hence, one could think of ways of handling missing labels in RACE and multi-label GraphPool as another possible research direction.

Finally, this thesis focused on extracting concept representations and classifiers for every single batch of data. However, these summaries are not always the best summaries of data. For some batches, keeping outliers or density estimations would be more adequate. Inspired by recent advances in deep reinforcement learning in AI problems [118, 139], one can view this problem as that of intelligent resource allocation from experience.
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